Improvement in Performance of Neural Network for Persian Handwritten Digits Recognition Using FCM Clustering
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Abstract: In this paper, the approach has been proposed to optimize performance of MLP neural network in Farsi handwritten digits recognition. In proposed approach, data of Farsi handwritten digits have been clustered using Fuzzy C-Means (FCM) and also, membership value of each digit belonged to each cluster has been used in neural network learn and then in test step, data of new and unknown pattern are applied to trained neural network and then input new pattern will be assigned to a class that amount of corresponded neuron to that class is maximum in network’s output. Obtained results of using introduced method show that with help of this approach we can reduce the rate of misclassification with respect to other common approaches. Also, by using proposed method, successful rate of recognition becomes 97.2%.
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INTRODUCTION

Nowadays, one of the most important problems that may occur in handwritten documents, is error in read them that most of the times is due to similarity between two or more letters to each other or between numbers. Sometimes it can make big mistake for people and may confuse them. Therefore, correct and accurate recognition of this kind of numbers and letters seems essential.

In this paper, recognition of Farsi handwritten digits (as one of the common language in the world) has been taken into consideration and according to much similarity between Farsi and Arabic digits, it can increase worth of this paper.

Nowadays, neural networks and Fuzzy approach and their combination are used in pattern recognition and other fields of engineering such as: estimation of saturation thermodynamic properties, solving Different Pattern Classification Problems, reduction of the Codebook Search Time, fault detection and etcetera [1-4] in order to pattern recognize in the field of handwritten digits different approach can be used. For instance, in [5] some results of handwritten Bangla and Farsi numeral/digit recognition on binary and gray-scale images have been presented. Introduced approach in this paper is based on gradient direction histograms: it works on both binary and gray-scale images. Some advanced classifiers are used for classification of the feature vectors. In [6], at first the proposed engine extracts the numbers’ features through the holistic approach which compares the unknown character’s features with the features of the existing characters that itself is characterized through Mamdani inference engine on fuzzy rules which is largely enhanced with a multi layer perceptron neural network’s learning on features of the different fonts’ characters which leads to more comprehensive recognition of Farsi numeral characters in the proposed system. In this paper, a neuro-fuzzy system to recognize the printed Farsi numeral characters has been utilized, considering 33 different Farsi fonts. Also, a new technique for the recognition of optical off-line handwritten Arabic (Indian) numerals using hidden Markov models (HMM) has been proposed in [7]. The character recognition system used in this work is based on three general feature categories. Gradient, structural and concavity features at the sub-regions level are extracted and used as the features for the Arabic (Indian) numeral. The features were chosen because they are some- what orthogonal and are at different scales to each other.
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In [8], a method for recognition of Persian handwritten digits based on characterization loci and mixture of experts is proposed. This method utilizes the characterization loci, as the main feature. In this project we propose a method for recognition of Persian handwritten digits based on characterization loci and mixture of experts. This method utilizes the characterization loci, as the main feature and the mixture of experts as classification stage. Three approaches of implementing and constructing the fuzzy neural networks, neural networks based fuzzy logic, have been discussed in [9] and an improved genetic algorithm, which is a special neural networks learning algorithm, has been proposed. In [10] introduces the artificial neural network group-based adaptive tolerance (GAT) tree model for translation-invariant face recognition has been proposed which is suitable for use in an airport security system. GAT trees use a two-stage divide-and-conquer tree-type approach.

Also, in [11], a Time-Delay Neural Network (TDNN) approach has been introduced to phoneme recognition in this paper characterization is fulfilled by two properties: one is using a 3 layer arrangement of simple computing units, second is that arrangement of time-delay enables the network to discover acoustic-phonetic features and the temporal relationships between them in depend of position in time. The ability of learning networks to generalize can be greatly enhanced by providing constraints from the task domain. In [12] it is demonstrated that how such constraints can be integrated into a backpropagation network through the architecture of the network. A single network learns the entire recognition operation, going from the normalized image of the character to the final classification. Also other implementation of ANN can be seen in [13-15]. Beside mentioned digit recognition approaches in [16], in order to handwritten word recognition two hybrids fuzzy neural systems are developed and applied. Each hybrid is a cascaded system. The first stage of both is a self-organizing feature map (SOFM). The second stages map distances into membership values. The third stage of one system is a multilayer perceptron (MLP). The third stage of the other is a bank of Choquet fuzzy integrals (FI). The two systems are compared individually and as a combination to the baseline system.

The approach that used more in pattern recognition is Multilayer perceptron (MLP) neural network which consists of some layers; each layer is composed of nodes and in the fully connected network considered here each node connects to every node in subsequent layers. Each MLP is composed of a minimum of three layers consisting of an input layer, one or more hidden layers and an output layer [17], the inputs data are distributed to subsequent layers by the input layer. Each hidden unit node and output node have thresholds associated with them in addition to the weights. Also, the hidden unit nodes have nonlinear activation functions and the outputs have linear activation functions that its equation can be seen in equation (1) and figure of one neuron in MLP has been shown in Figure (1).

\[ y_k = \varphi_k \sum_{i=1}^{m} w_{ik} x_i \]  

(1)

Where, \( x_i \) is input data to NN or output data of previous layer, \( w_{ik} \) are synaptic weights between \( i^{th} \) neuron of previous layer and \( k^{th} \) neuron of next layer. \( \varphi_k \) is activation function that exist in different form.

The way that we can use MLP networks is that: the extracted features are applied to input layers neuron as input and in output for each class is determined one neuron in external layer. Addition to input layers and external layers middle layers can be existed.

In training step of network, each pattern that is applied to network, one target vector is assigned for it. In target vector the element corresponded to neuron of input class has a value equal to one and others are equal to zero. Output of network is calculated for input pattern and then difference between output of network and target vector is used to verify network's weights (the Error Back Propagation algorithm). In test step, features of unknown pattern are applied to neural network and then this pattern will be assigned to a class that amount of corresponded neuron to that class is maximum in network's output.

In each pattern recognition problem involved scattered samples in one class, we can consider sub-classes for samples of this class and we can do classification based on them. For example;
in Figure (2), a Two-class problem has been illustrated, suppose that black samples belong to class 1 and the blank samples belong to class 2. If for each class, we consider two sub-classes, we will have 4-class problem and recognition of unknown pattern will be done easily.

Now, if we want to solve above problem with neural network, we can use a neural network with 4 neurons in output layer and according to what is said before, we can train network and to recognize unknown pattern use it.

But our proposed approach in this paper is that don’t consider sub-classes related to the main class as a completely independent class. For this purpose, we can use Fuzzy clustering. To do proposed method, MATLAB software has been used, in order to cluster data, FCM function has been utilized and also, structure of neural network has been made in MATLAB programming.

It is mentionable that in section 2, the proposed procedure is discussed in detail and in section 3, we use this procedure for recognition of Farsi handwritten digits and at the end in section 4, we present conclusion and our recommendations.

FCM Clustering for Optimizing Network’s Operation

Fuzzy C-Means (FCM) Clustering: C-Means algorithm is most widely used algorithm for data clustering, Fuzzy C-Means (FCM) is one of these kinds of algorithm which is based on fuzzy approach and rules [18]. In FCM sample data are divided into c clusters, so that, number of clusters are determined before. In FCM, objective function is as follow:

\[ J = \sum_{i=1}^{c} \sum_{k=1}^{n} u_{ik}^{m} d_{ik}^{2} - \sum_{i=1}^{c} \sum_{k=1}^{n} u_{ik}^{m} ||x_{k} - \bar{x}_{i}||^{2} \]

Where, \( m \) is real number which is bigger than unit, in most of the time \( m \) is chosen equal to 2. Also, \( \bar{x}_{i} \) is \( k \)-th sample, \( \bar{v}_{i} \) is center of \( i \)-th cluster and \( n \) is number of sample data. In above equation, \( u_{ik} \) shows membership degree of \( i \)-th sample in \( k \)-th cluster. \( ||\cdot|| \) is similarity (distance) value of sample with (from) center of cluster.

\[ \sum_{i=1}^{c} u_{ik} = 1 \quad \forall \quad k = 1, \ldots, n \]  

Concept of above constraint is that summation of membership degree to \( c \) clusters of each sample should be equal to unit. In order to obtain equations related to \( u_{ik} \) and \( v_{i} \), defined objective function should be minimized. By using above constraint and putting derivative of objective function equal to zero, we will have:

\[ u_{ik} = \frac{1}{\sum_{j=1}^{c} \left( \frac{d_{ik}}{d_{jk}} \right)^{2(m-1)}} \]  

\[ v_{i} = \frac{\sum_{k=1}^{n} u_{ik}^{m} x_{k}}{\sum_{k=1}^{n} u_{ik}^{m}} \]

By using two calculated formulas, steps of FCM are as follow:

- Step1) determining initial value for \( m \), \( C \) and \( U^{0} \), Then, initial clusters are determined randomly.
- Step2) determining center of clusters (calculation of \( v_{i} \)).
- Step3) calculating membership matrix based on calculated clusters in step 2.
- Step4) if \( ||U^{t+1} - U^{t}|| \leq \varepsilon \) algorithm will be stopped else go step 2.

Proposed Approach to Use FCM: In the pattern recognition problem that one or more class of it have samples with high scattering, we can divide training samples related to above classes into two or more clusters and consider each one of cluster like a sub-class, for example in Farsi, digit "6" may be written in 3 forms as can be seen in Table (1) and can be considered one sub-class for each form of this digit.

In order to link subclasses (related to one main class) to each other, Fuzzy clustering has been used. So, the membership value that Fuzzy clustering assign to each pattern at the time of neural network’s training has been used. In Figure (3), neurons of output layer and target vector at the time of training in three parts have been

| Table 1: Different form of digit "6" in Farsi handwritten digit |
|----------------|----------------|
| Digit "6"     | 6              |
| 6              | 6              |
| 6              | 6              |
Fig. 3: The structure of last layer neurons of neural network and target vector, when one sample of i<sup>n</sup> main class is applied to network in training step.

A) We have one neuron for each main class,
B) For each main class, we have some subclasses independent from each other,
C) For each main class, we have some subclasses related to each other.

Illustrated. It should be paid attention that this target vector is related to the time that one train sample from i<sup>n</sup> class has been applied to network. In part (A), for each class has been considering only one neuron, i.e. we have n main classes and n output neurons. In parts (B) and (C), for each class has been considered some sub-class. As we can see in Figure (3), for main class (1), we have two sub-classes. Class (2) isn’t divided into subclasses. The i<sup>n</sup> class is divided into 3 sub-classes and nth class is divided into 2 sub-classes. In pat (B), m sub-classes have been considered independent of each other and the sample that has been given to network is belong to second sub-class from i<sup>n</sup> main class determined by k-l. In part (C), training samples of i<sup>n</sup> main class have been divided into 3 fuzzy clusters by means of FCM and the sample that has been given to network, its dependence value to first, second and third subclasses of i<sup>n</sup> main class are equal to u1, u2 and u3 respectively. Also, factor f is chosen as maximum value of elements of target vector is equal to unit and is obtained from equation $f = \frac{1}{\max(u1,u2,u3)}$.

**Recognition of Farsi Handwritten Digits:** In this section, recognition of Farsi handwritten digits using neural network and the way of use of proposed approach has been described. Also, flowchart of approach has been shown in Figure (4) and in following sections different parts of this flowchart have been explained in detail.

**Test Data Group:** In order to recognize Farsi handwritten digits, we gather the group of handwritten digits involving 1947 digits that get from different people. These digits have been written on white A4-sized paper and they have been imaged with precision of 300 dots per inch. Then the separated images of digits along with their labels from 0 to 9 and the number of image's column and row of each digit have been saved in a document. These samples are divided into two separated groups, testing and training groups. The training group involves 1000 digits and the testing group involves 947 digits. Some gathered samples are illustrated in Figure (5).

**Feature Extraction:** As we can see in Figure (5), similarity between some of the words can create problem. Therefore, finding a proper approach to extract feature of these digits is one of the important section of each pattern recognition problem. So, in this paper, features of loci feature approach have been used.

**Characterization Loci Feature:** Characteristic loci features are usually defined in horizontal and vertical or 45<sup>°</sup> and 135<sup>°</sup> directions (Glucksman, 1967). In computing feature vectors, we assign a number to each background pixel as shown in Figure (6) the features are computed according to the number of intersections with the sub word body in right, upward, left and downward directions.
Clustering data stage

Training of neural network

Digit recognition system

Fig. 4: Flowchart of proposed approach
Then, for each background pixel, a four digit number of base 3 are obtained. For instance, the locus number of point P in Figure (6) is \((1111)_3 = (40)_{10}\). The locus numbers are between 0 and 80. This is done for all background pixels. In this case, dimension of the feature vectors becomes 81. Each element of this vector represents the total number of background pixels that have locus number corresponding to that element. For example, 56th element of this vector represents the number of background pixels with locus number of 56. Features are normalized by dividing them by the total number of background pixels.

The proposed method is described as follow: First, we done feature extraction using Characteristic loci features then recognition of handwritten digits is done using mixture of experts.

\[
\text{Cutting Number} = \text{Right Num of Cut} \times 3^0 + \text{Top Num of Cut} \times 3^1 + \text{Left Num of Cut} \times 3^2 + \text{Down Num of Cut} \times 3^3 \rightarrow \\
(1111)_3 = 1 \times 3^0 + 1 \times 3^1 + 1 \times 3^2 + 1 \times 3^3 = (40)_{10}
\]

**Clustering of Test Samples:** The number of test samples are 100 in each class that by using above mentioned features and by using Fuzzy C-Means, they have been divided into two clusters at first and another time into 3 clusters. In Figure (7) samples of numbers 1 and 4 that they have been divided into three clusters have been illustrated. It should be mentioned that samples don’t belong to one cluster; in the case that each sample belongs to all three clusters in Fuzzy way. In Table (2) some samples of numbers 1 and 4 along with their membership value of each of three sub-clusters have been inserted.

**Table 2:** Images of samples of digits 1 and 4 along with their dependence value to each of three clusters

<table>
<thead>
<tr>
<th>Image of digits</th>
<th>(\Sigma)</th>
<th>(\eta)</th>
<th>(\xi)</th>
<th>(\mu)</th>
<th>(\lambda)</th>
<th>(\iota)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Membership values to each one of clusters</td>
<td>0.9260</td>
<td>0.0398</td>
<td>0.0945</td>
<td>0.5409</td>
<td>0.3035</td>
<td>0.0980</td>
</tr>
<tr>
<td></td>
<td>0.0328</td>
<td>0.8172</td>
<td>0.2088</td>
<td>0.4315</td>
<td>0.6697</td>
<td>0.1082</td>
</tr>
<tr>
<td></td>
<td>0.0412</td>
<td>0.1429</td>
<td>0.6968</td>
<td>0.0276</td>
<td>0.0268</td>
<td>0.7939</td>
</tr>
</tbody>
</table>

**Table 3:** Results of recognition of numbers with the neural network without hidden layer

<table>
<thead>
<tr>
<th>Rate of recognition for training samples (%)</th>
<th>Network A</th>
<th>Network B</th>
<th>Network C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate of recognition for testing samples (%)</td>
<td>92.3</td>
<td>90.3</td>
<td>94.6</td>
</tr>
<tr>
<td></td>
<td>89.12</td>
<td>87.54</td>
<td>91.45</td>
</tr>
</tbody>
</table>

**Table 4:** Results of recognition of digits by neural network with one hidden layer and 3 subclasses for each digit

<table>
<thead>
<tr>
<th>Rate of recognition for training samples (%)</th>
<th>Network A</th>
<th>Network B</th>
<th>Network C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate of recognition for testing samples (%)</td>
<td>95.1</td>
<td>91.4</td>
<td>95.9</td>
</tr>
<tr>
<td></td>
<td>88.49</td>
<td>84.69</td>
<td>89.33</td>
</tr>
</tbody>
</table>

**Table 5:** Results of recognition of digits by neural network with one hidden layer and 2 subclasses for each digit

<table>
<thead>
<tr>
<th>Rate of recognition for training samples (%)</th>
<th>Network A</th>
<th>Network B</th>
<th>Network C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate of recognition for testing samples (%)</td>
<td>95.1</td>
<td>94.5</td>
<td>97.2</td>
</tr>
<tr>
<td></td>
<td>88.49</td>
<td>88.28</td>
<td>90.81</td>
</tr>
</tbody>
</table>
Fig. 7: Clusters of digits 1 and 4

Fig. 8: Samples of errors in network (A) that there aren’t in network (C). Bottom of each digit's image have been presented two digits that the left number is input class and the right number is result of recognition of network (A).

Recognition of Digits Using Neural Network: The proposed approach has been tested on the network without hidden layer and another time on the network with hidden layer.

By using proposed method, successful rate of recognition for training data is 97.2% and for testing data is 90.81%.

The Neural Network Without Hidden Layer: The used neural network has 82 neurons in input layer (81 neurons for features of loci feature and one bias neuron). The number of neurons in output layer in main network is 10 and in proposed network are 30. After finishing train of neural network, when rate of recognition becomes stable, recognition rate of test and train samples have been
measured and their results have been inserted in Table (3). These results show performance of proposed approach (network C). Networks A, B and C are networks that their outputs and target vectors have been shown in Figures (3-A, 3-B and 3-C). Here, for each class has been considered 3 sub-classes. Network B has low performance in respect of other two networks.

Low performance of network (B) is due to this network, for samples of a main class that their features are similar to each other but they are different in subclass, cannot be trained well. For instance, suppose that P and Q are samples of a main class that they are similar to each other but they are in different subclasses, if we use network (A), for both of samples we will have same target vector. In network (B), when sample P has been applied to neural network, network modify own weights according to P and when Q has been applied to network, network will change its weights according to Q and this is due to forget sample P, but in network (C) training of sample P will lead to training of sample Q.

Samples of errors that are exist in network (A) and have been modified by network (C), have been illustrated in Figure (8). It is mentionable that in network (C), there are errors too that aren’t in network (A), but we can say that total results of proposed approach are better.

In Figure (8), bottom of each digit’s image have been presented two numbers that the left number is input class and the right number is result of recognition of network (A). As we said, in network (C) there aren’t such errors. As we can see in Figure (8), most of errors of network (A) are related to assign numbers to class zero, the reason of this problem is that in this situation of output all neurons of last layer are become zero and because in this situation maximum algorithm chooses zero, samples are assigned to class zero, in such conditions, unknown pattern can be rejected.

The Network with One Hidden Layer and Three Subclasses for Each Digit: In this part, the network has been used is similar to previous network, but with one hidden layer involving 16 neurons. And results have been inserted in Table (4).

The Network with One Hidden Layer and Two Subclasses for Each Digit: In this part, in proposed network instead of three classes for each class, two classes have been used, i.e. networks (B) and (C) have 20 neurons in last layer. In Figure (6) obtained results have been presented.

CONCLUSION

Using the proposed approach in this paper, we can improve the rate of recognition of digits by neural network.

It is mentionable that the number of clusters for each class has an effect on rate of recognition. But in this paper, for all classes has been considered same cluster and it seems that if the number of cluster for each class is chosen based on dispersal rate of samples, performance of approach would be better.

At the end, it should be mentioned that features used for recognition are loci feature vertical [15]. And if other features such as feature of zoning [4] are used along with these features, we would have better results. Also by using pre-processing and after processing, we can reach better results too.
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