Large-Eddy Simulations of Three Dimensional Turbulent Jet in a Cross Flow Using A Dynamic Subgrid-Scale Eddy Viscosity Model with a Global Model Coefficient
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Abstract: An eddy-viscosity subgrid-scale model proposed by Vreman [1] applied in large-eddy simulation of a jet in a cross-flow problem to investigate the turbulent flow structure and the vortex dynamics. The model is essentially not more complicated than the Smagorinsky model, but is constructed in such a way that its dissipation is relatively small in transitional and near-wall regions. The model is expressed in first-order derivatives, does not involve explicit filtering, averaging, or clipping procedures and is rotationally invariant for isotropic filter widths. Because of these highly desirable properties the model seems to be well suited for engineering applications. Unlike the Smagorinsky model, the present model is able to adequately handle not only turbulent but also transitional flow. A turbulent flat plate boundary layer at a Reynolds number of Re=4700 interacts with a jet issued from a pipe. Finite volume method (FVM) using SIMPLE algorithm is implemented in this simulation. The numerical outcomes are compared with experimental results and Reynolds Averaged Navier-Stokes (RANS) approach. The LES results are in much better agreement with the existing experimental ones, in comparison with computational results of the RANS.

Key words: Large-eddy simulation • Dynamic subgrid-scale eddy-viscosity • Jet-in-a-crossflow

INTRODUCTION

Jet into cross flow simulation has relevance to active flow control, which is presently an area of intense interest in the research community. It has several applications, including pollutants dilution, flame stabilization, fluid mixing, the take-off or landing behavior of V/STOL airplanes and gas turbine blade surface protection from hot gas flow, namely film cooling, etc. There are several parameters affecting the characteristics of jets into a cross flow, such as injection angle, relative spacing of the injection holes, velocity ratio, density ratio, state of the oncoming boundary layer, ratio of the boundary layer thickness to the injection hole diameter, surface curvature, longitudinal pressure gradient and free stream turbulence level, etc. Among these, the penetration of jets into the main flow depends strongly on the jets to cross flow velocity ratio, $R$ and/or injection angle, $\alpha$. For larger's and $R$s, the flow is of a wake character and is similar to the flow past a solid cylinder placed on the wall. Downstream of the bending-over jet, a reverse flow zone develops, in which the hot gas is mixed in from the sides. Past the reversed-flow zone, the jet reattaches on the surface. On the other hand, at small velocity ratios, the jet bends over very quickly and attaches to the wall. Also, when the injection angle is small, the jet attaches quickly to the wall, while at higher velocity ratios, the flow develops a characterizing wall-jet. Jet penetration and the mixing characteristics of multiple jets into a cross flow are three-dimensional phenomena and have been the object of research for many years [2-15]. Andreopoulos [2] presented spectral analysis and flow visualization for various velocity ratios and Reynolds numbers of a jet issuing perpendicularly from a developing pipe flow into a cross flow. His experimental investigations revealed the existence of large-scale structures in the jet flow. These structures were sometimes well organized, depending, basically, on the Reynolds number and the jet to cross flow velocity ratio. He also noted that, at high velocity ratios, say $R>3$ and low Reynolds numbers, say $Re < 5000$,
the annular mixing layer of the pipe rolls and toroidal vortices are formed, similar to those of a jet issuing into 'still' air. These well organized vortices, or vortical rings (large structures), carry a vorticity of the same sign as the ones inside the pipe, but opposite to those of the cross-stream turbulent flow. As the velocity ratio decreases, the organization of these large structures reduces, but still there exists a periodicity in their appearance. As the Reynolds number increases, say \( Re > 5000 \), the regularity of the appearance of the large structures leaving the pipe decreases and the eddies now have a wide range of sizes. Finally, the average vorticity content of jets into a cross flow far downstream of the jet exit seems to be qualitatively independent of the Reynolds number for velocity ratios less than about 2.0.

Lee et al. [3] conducted an experimental study to investigate the flow characteristics of streamwise \( 35^\circ \) inclined jets, injected into a turbulent cross flow boundary layer of a flat plate. In their work, the flow was visualized by Schlieren photographs, for both normal and inclined jets, to determine the overall flow structure with the variation of the velocity ratio. They measured the three-dimensional velocity field for two velocity ratios of 1.0 and 2.0, using a five-hole directional probe. Their visualization study showed that the variation of the injection angle causes a significant change in the flow structure. Also, they found that the jet flow is mainly dominated by turbulence for small velocity ratios, but is likely to be influenced by incompressible vorticity dynamics for large velocity ratios. Also, a pair of bound vortices accompanied by a complex three-dimensional flow is present downstream of the jet exit, as in the case of the normal injection whose range and strength depend on the velocity ratio. They concluded that the three-dimensional flow characteristics are so dominated that the previous two-dimensional measurements in the symmetry plane are not sufficient to account for the flow structure of the jets into the cross flow, especially for large velocity ratios. Their work also showed that, when the velocity ratio is small, the fluid from the jet exit is bent towards the wall. Therefore, it seems that only the injected fluid in some downstream region of the jet exit exists. However, for large velocity ratios, the injected jet is separated from the wall abruptly, such that only the cross flow fluid is filled in the region between the wall and the jet trajectory. Ajersch et al. [4] have both experimentally and computationally studied the flow of a row of six square jets injected perpendicularly to a cross flow. Their jet to cross flow velocity ratios were 0.5, 1.0 and 1.5, while their jet spacing to jet width ratio was 3.0. Also, their jet Reynolds number was 4700. They measured the mean velocities and the six Reynolds stresses, using a three-component Laser Doppler Velocimeter (LDV) operating in coincidence mode. Their computational flow simulation was performed using a multi-grid, segmented, \( k-\varepsilon \) computational fluid dynamic code. Their special near wall treatment included a non-isotropic formulation of the effective viscosity, a low Reynolds number model for \( k \) and an algebraic model of the flow length scale. Their computational domain included the jet channel, as well as the flow above it. In their work, the flow velocities and Reynolds stresses on the jet centerline, downstream of the jet exit, were not predicted very well, probably due to the inadequate turbulence model used. However, the values off the centerline matched reasonably well with those of their experiments. Holdeman and Walker [5] developed an empirical model for predicting the temperature distribution downstream of a row of dilution jets injected normally into a heated cross flow in a constant area duct. Their model was based on the assumption that all properly non-dimensionalized vertical temperature profiles can be expressed in a self-similar form. They claimed that their results were in excellent agreement with the experimental data, except for the combinations of the flow and the geometric variables, which resulted in a strong impingement on the opposite wall. Hoda and Acharya [6] studied the performance of seven different existing turbulence models (a high-Re model, three low-Re models, two non-linear models and a Direct Numerical Simulation (DNS) based low-Re model) for the prediction of film coolant jets injected normally into a cross flow. They compared their results of different models with the experimental data of Ajersch et al. [3] and with each other to critically evaluate the performance of those models. They claimed that close agreement with the experimental results were obtained at the jet exit and far downstream of the injection region using different models. However, all models used typically over-predicted the magnitude of the velocities in the wake region behind the jet. Keimasi and Taeibi-Rahini [7] also computationally studied a three-dimensional turbulent flow of jets injected perpendicularly into a cross flow. They applied the Reynolds averaged Navier-Stokes equations in general form, using the SIMPLE finite volume method over a non-uniform staggered grid, including the jet channel. Their results of two different turbulence models used (standard \( k-\varepsilon \) with wall function and zonal \( k-\varepsilon / (k-\omega) \)) were compared with the previous existing computational and experimental results for three different velocity ratios of 0.5, 1.0 and 1.5. They reported that the mean velocity profiles agreed well
with the experimental data, whereas there were some discrepancies in the turbulence kinetic energy profiles. Acharya et al. [8] studied the capabilities of different predictive methods (k-ε) models, Reynolds Stress Transport Model (RSTM), Large Eddy Simulation (LES) and (DNS) in correctly calculating the measured statistics of a film cooling jet in a cross flow. They only simulated the cross flow and applied the experimental inlet boundary condition at the jet exit. They reported that two-equation models usually underpredict the lateral spreading of the film cooling jet and overpredict its vertical prediction. Their RSTM predictions were not substantially better than their two-equation model predictions. Finally, they reported that the LES and DNS predictions were better able to predict the mean velocities and the turbulent stresses.

**Formulation of the Problem:** The dimensionless Navier-Stokes equations for incompressible, three-dimensional and time-dependent flow are, as follows:

\[
\begin{align*}
\partial_t \mu_i &= 0, \\
\partial_t u_i + \partial_k (u_i u_k) &= -\partial_j p + \frac{1}{Re} \partial_k u_k.
\end{align*}
\]

The governing LES equations are obtained by filtering the above equations. Filtration is a process by which all scales smaller than a selected size, e.g., grid size is eliminated from the total flow and, hence, the resolvable part of the flow is defined. This process is accomplished using a general filter function in space to limit the range of scales in the flow field. The one dimensional filter function procedure is:

\[
\begin{align*}
\bar{f}(x) &= \frac{1}{\Delta x} \int f(x')G(x,x')dx', \\
\tilde{f}(x) &= f(x) - \bar{f}(x)
\end{align*}
\]

Where:

\( f(x) \) is the subgrid scale (SGS) component of the flow variable \( f(x) \). Applying the above filter operation to the Navier-Stokes equations, the LES equations are derived as:

\[
\begin{align*}
\partial_t \bar{u}_i &= 0, \\
\partial_t \bar{u}_i + \partial_k (\bar{u}_i \bar{u}_k) &= -\partial_j \bar{p} + \frac{1}{Re} \partial_k \bar{u}_k - \partial_j \tau_{ij}
\end{align*}
\]

The effects of the small scales are present throughout the SGS stress tensor,

\[
\tau_{ij} = \left( \bar{u}_i \bar{u}_j - \bar{u} \bar{u} \right)
\]

which requires to be modeled [16-20].

**Subgrid Scale Model:** The development of subgrid models for large-eddy simulation (LES) is an important area in turbulence research [21, 22]. Eddy-viscosity models are popular, since they are robust in practice and principally respect the dissipative character of turbulence. An accurate eddy viscosity for inhomogeneous turbulent flow should become small in laminar and transitional regions. This requirement is unfortunately not satisfied by existing simple eddy viscosity closures such as the well-known Smagorinsky model [23]. Germano et al. [24] solved this problem by the application of a dynamic procedure to the Smagorinsky model. The common implementation of the dynamic procedure incorporates explicit filtering operations, ensemble averaging in homogeneous directions and a somewhat ad hoc clipping to prevent an unstable (negative) eddy viscosity. The extension of these techniques to complex flows is not trivial, which is an important reason to continue the search for an eddy viscosity that performs reasonably well without additional procedures. LES with an eddy-viscosity closure solves the filtered Navier-Stokes equations

\[
\begin{align*}
\partial_t \bar{u}_i &= 0, \\
\partial_t \bar{u}_i + \partial_j (\bar{u}_i \bar{u}_j) &= -\partial_j \bar{p} + \bar{u}_i \partial_j S_{ij} + \bar{u}_i \partial_j \left( \frac{\nu}{\Delta x} \right) + \frac{\nu}{\Delta x} \partial_j \left( \frac{\partial u_i}{\partial x_j} \right)
\end{align*}
\]

\( \nu \) being the local mean turbulent viscosity, using the summation convention for repeated indices. The unknown turbulent stress tensor

\[
\tau_{ij} = \left( \bar{u}_i \bar{u}_j - \bar{u} \bar{u} \right)
\]

has been replaced by the model

\[
-2\nu S_{ij} + \frac{\nu}{\Delta x} \partial_j \chi_{ij}
\]

Where:

\[
S_{ij} = \frac{1}{2} \partial_i \bar{u}_j + \partial_j \bar{u}_i
\]

The following eddy viscosity is proposed in the present paper.
\[ v_x = c \sqrt{\frac{B_y}{\alpha_y \alpha_y}} \]  \hspace{1cm} (9)

with

\[ \alpha_y = \frac{\partial \mu}{\partial \nu} = \frac{\partial^2 \bar{u}}{\partial \nu^2}, \]  \hspace{1cm} (10)

\[ \beta_y = \Delta^2 \alpha_x \alpha_y, \]  \hspace{1cm} (11)

\[ \beta_y = \beta_{11} \beta_{22} - \beta_{12} \beta_{12} + \beta_{13} \beta_{33} - \beta_{33} \beta_{33} - \beta_{33} \beta_{33}. \]  \hspace{1cm} (12)

The model constant \( c \) is related to the Smagorinsky constant \( C_s \) by \( c \approx 2.5 \cdot C_s \). Like the Smagorinsky model, this model is easy to compute in actual LES, since it does not need more than the local filter width and the first-order derivatives of the velocity field. The symbol \( \alpha \) represents the \( (3 \times 3) \) matrix of derivatives of the filtered velocity \(-v\cdot\). If \( \alpha_y \alpha_y \) equals to zero, \( v_x \) is consistently defined as zero. The tensor \( \beta \) is proportional to the gradient model \[25\] in its general anisotropic form \[26\]. It is positive semidefinite \[27, 28\] which implies \( B_y > 0 \). In fact, \( B_y \) is an invariant of the matrix \( \beta \), while \( \alpha_y \alpha_y \) is an invariant (trace) of \( \alpha' \alpha \). Therefore, model (5) is invariant under a rotation of the coordinate axes, in case the filter width is the same in each direction \((\Delta_x = \Delta \text{ implies } \beta = \Delta^2 \alpha' \alpha')\).

**Numerical Procedure:** The present computational methodology includes a finite volume method, using SIMPLE algorithm, employing a multi-block and non-uniform staggered grid. It should be noted that in the interface of the two blocks of crossflow and jet flow, the grid points are located exactly in the same locations. A power law differencing scheme is used for the convective and diffusive terms and the fully implicit scheme is applied for the time discretization. It should be noted that the computational domain and its boundary conditions are selected based on the experimental and computational work of Ajersch et al. [4], which is used as one of our benchmarks. A 1/7 power law velocity profile is considered at the crossflow inlet, where uniform flow at the jet inlet is used. Also, uniform time step of \( t = 0.01 \) is considered for time marching to \( t = 72 \) second. Note that we have used the time averages of the results for the present work for our investigations. The proposed computational domain and its boundary conditions and the computational grid are shown in Figures 1 and 2.

**Fig. 1:** Computational grid

**Fig. 2:** Computational domain and its boundary conditions.
Fig. 3: Grid study of velocity profiles at different YZ-planes (X/D = (a) 0.0, (b) -1.0 and (c) -5.0) at Z/D = 0.0 plane

Table 1: Grid arrangements for grid resolution study

<table>
<thead>
<tr>
<th>Bocks</th>
<th>Jet Flow Block</th>
<th>Cross Flow Block</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direction</td>
<td>X</td>
<td>Y</td>
</tr>
<tr>
<td>First grid</td>
<td>8</td>
<td>33</td>
</tr>
<tr>
<td>Second grid</td>
<td>10</td>
<td>34</td>
</tr>
<tr>
<td>Third grid</td>
<td>15</td>
<td>21</td>
</tr>
</tbody>
</table>

respectively. The Cartesian coordinate system is used in which X is parallel to the cross flow direction, Y is parallel to the initial jet flow direction and Z is perpendicular to the XY-plane. Note that the origin of the coordinate system is located on the geometrical center of the jet exit. The cross flow boundary layer thickness used is the same as that used in Ajersch's experimental work (δ = 2D). As shown in Figure 1, a single square cross-section jet is considered in the computational domain. To impose the influences of the other jets, the periodic boundary condition is used in the Z-direction. Fig. 3 depicts the three grid study for velocity profiles at different YZ-planes (X/D = (a) 0.0, (b) -1.0 and (c) -5.0) at Z/D = 0.0 plane and also the grid resolution study is performed using different grid arrangements Table 1.

RESULTS AND DISCUSSION

Numerical simulation of jet in a cross flow, for velocity ratio, 0.5 has been performed using LES approach. No temperature difference between the jet and the cross flow is considered. The jet Reynolds number is 4700 and, thus, the injected flow is turbulent. Note that, in almost all previous works [8], the cross flow alone has been solved using an existing boundary condition at the jet exit, while it seems to be necessary to solve the flow in the jet channel along with the cross flow, simultaneously. Fig. 3 displays the mean streamwise velocity profiles, \( \langle U \rangle \), for different X locations at Z/D = 0.0. As it is obvious, the present numeric simulation (LES) is in excellent agreement
Fig. 4: \( \langle U \rangle \) -velocity profiles of \( R = 0.5 \) at different \( YZ \)-planes \( (X/D = \) (a) 0.0, (b) 1.0, (c) 3.0 and (d) 5.0) at \( Z/D = 0.0 \) plane

Fig. 5: \( \langle V \rangle \) -velocity profiles of \( R = 0.5 \) at different \( YZ \)-planes \( (X/D = \) (a) 0.0, (b) 1.0, (c) 3.0 and (d) 5.0) at \( Z/D = -1.0 \) plane
Fig. 6: $\overline{\nabla u}$-velocity profiles of $R = 0.5$ at different $YZ$-planes ($X/D = (a) 0.0$, (b) 1.0, (c) 3.0 and (d) 5.0) at $Z/D = -0.5$ plane.

Fig. 7: The flow streamlines for different $YZ$-planes ($X/D = (a) 1.0$, (b) 5.0) and (c) 8.0.
with Ajersch et al. [4] in comparison with RANS. This high accuracy may be due to the fact that the grid is stretched near the jet exit. It, therefore, reveals that the LES approach is capable to predict the swift variations near the wall while RANS has some major difficulties in this respect. Fig. 4 demonstrates the mean streamwise velocity profiles, $\langle V \rangle$, for different $X$ locations at $Z/D = -1.0$. As can be seen, LES results are in good agreement with experimental ones [4] in comparison with that of by RANS and this also presents the ability of LES in predicting the fast variation near the wall. Of course, here, there are not enough existing experimental data with which to compare the authors’ results. Mean streamwise velocity profiles, $\langle \bar{w} \rangle$, for different $X$ locations at $Z/D = -0.5$ is shown in Fig. 5: LES values are much more closer to Ajersch et al. [4] comparing to RANS results. Generally speaking, the present LES results are extremely close to the existing experimental ones. The flow streamlines for different $YZ$-planes ($X/D = (a) 1.0, (b) 5.0$ and (c) 8.0 at $R = 0.5$ are depicted in Fig. 6. As the distance at an $X$-direction from the jet exit increases, the jet flow detaches more from the wall. Therefore, as expected, at further distances from the jet exit, the Counter Rotating Vortex Pairs (CRVP) get further away from the wall. At the same time, the distance between the CRVP centres in the spanwise direction changes. Fig. 6 displays that, as the distance at an $X$-direction from the jet exit increases, the centres of the CRVP get further away from the wall. That is, the CRVP centres in the $Y$-direction are located at 0.22, 1.0 and 1.5. It is deduced that the $Y$-position of the CRVP centres increases when the distance from the jet exit increases. After the jet enters the cross flow, it becomes very vortical. Actually, highly strong vortical regions, i.e. the CRVP, will be formed, which will be dissipated far from the jet exit. The main influence of this vortical motion is to mix the jet with the cross flow.
which is really important in film cooling applications and pollutant dispersion, gas injection in combustors and the mixing of liquids/gases. Figs. 8 and 9 present the LES results of kinetic energy and shear stress which are in good agreement with [4] in comparison with RANS results. From the figures, it is very clear that the deviation of LES results from experimental outcomes is much lower than that of by RANS approach which approves the high ability of the present solution to simulate the turbulent jet in a cross flow.

CONCLUSION

The jet penetration and mixing characteristics of multiple square cross section jets into a cross flow on a flat plate with velocity ratio of 0.5 are studied using the LES approach. The LES results are in much better agreement with the existing experimental ones, in comparison with computational results of the RANS. After the jet enters the cross flow, it generates counter rotating vortex pairs, expands and penetrates to the cross flow in the YZ-plane. The results show that:

- After the jet enters the cross flow, it forms highly vertical regions, which are called Counter Rotating Vortex Pairs (CRVP).
- As the distance in an X-direction from the jet exit increases, the Y-position of the CRVP centres increases.
- The main influence of these vortical behaviours is to mix the jet with the cross flow which is used in film cooling applications and pollutant dispersion, gas injection in combustors and the mixing of liquids/gases.

As mentioned above the current numerical model has many advantages which is essentially not more complicated than the Smagorinsky model, but is constructed in such a way that its dissipation is relatively small in transitional and near-wall regions. Unlike the Smagorinsky model, the present model is able to adequately handle not only turbulent but also transitional flow. The model is expressed in first-order derivatives, does not involve explicit filtering, averaging, or clipping procedures and is rotationally invariant for isotropic filter widths.
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