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Abstract: In this paper, a new framework is proposed for misuse detection in computer networks that shows the effectiveness of data mining techniques in this field. The proposed system is developed in two stages. At the first stage, a feature selection engine based on fuzzy association rule mining (FSE-FARM) is developed to reduce the dimension of input vectors to classifier. At the next stage, a fuzzy ARTMAP neural network is used to determine the attack category. By using FSE-FARM module, the dimension of input feature vector is reduced from 41 to 31. The performance of proposed system is investigated in terms of standard metrics such as classification rate of attacks, detection rate (DR), false alarm rate (FAR) and cost per example (CPE). Experimental results show that the proposed approach performs better in terms of DR, FAR and CPE as compared to some other machine learning methods and the reduced set of features decreases the computation time, as well.

Key words: Intrusion detection • Feature selection • Fuzzy association rule mining • Neural network

INTRODUCTION

With the growth of computer networks and emergence of e-commerce in recent years, computer security has become a priority. Vulnerabilities in common security components such as firewalls are inevitable. Intrusion detection systems (IDSs) are used as another wall to protect computer systems [1]. The main purpose of IDS is to find out intrusions among normal audit data and this can be considered as a classification problem [2]. Intrusion detection techniques can be categorized into misuse detection and anomaly detection. Misuse detection systems discover an intrusion by looking for an activity that corresponds to signatures of known attacks or vulnerable spots in the system. While anomaly detection systems attempt to detect intrusions by observing expected behavior of the systems or deviations from the established normal usage. Some IDSs combine qualities from two categories and are known as hybrid IDSs.

On the other hand, data mining approaches are relatively new techniques for intrusion detection. In the recent years data mining, which is known as knowledge discovery in databases, has established its position as a prominent and important research area. Mining association rules is one of the most important research problems in data mining [3]. Association rule algorithms discover relationships between attributes in the large datasets. In recent years, fuzzy association rules have been applied to intrusion detection systems, as well. For instance in [4], the authors used sets of fuzzy association rules that were mined from network audit data as models of "normal behavior" and they generated fuzzy association rules from new audit data to detect anomalous behavior and then computed the similarity with sets mined from normal data. In [5], the authors used a data mining algorithm to discover fuzzy rules from network traffic data. In [1], fuzzy association rules were exploited as descriptive models of different classes and then compatibility of any new sample with different class rule-sets was assessed by using matching measures. Then, the class corresponding to the best matched ruleset was reported as the label of sample.

Most of the existing IDSs use all of the features in network packet to evaluate and look for known intrusive patterns [6], while it is better to find a small subset for classification purposes. In this study, the feasibility of applying fuzzy association rules for feature selection in intrusion detection systems will be demonstrated. To do this, a feature selection engine based on fuzzy association rule mining (FSE-FARM) is developed and a fuzzy ARTMAP neural network is used for classification, as well.
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The rest of the paper is organized as follows. In section 2, fuzzy association rules and induction algorithms are described in details. In section 3 and 4, the feature selection approach and fuzzy ARTMAP neural network are reviewed, respectively. In section 5, knowledge discovery and data mining group (KDD) dataset, as the training and test dataset in this work and its preprocessing procedure is presented. In section 6, the proposed framework for intrusion detection is introduced. In section 7, the experimental results, carried out on KDD dataset, are given to show the effectiveness of the proposed method. Finally, section 8 draws conclusions.

Theoretical Backgrounds

Association Rules Mining: Association rule mining is one of the important topics in data mining research. This approach determines interesting relationships between large set of data items. This technique was initially applied to the so-called market basket analysis, which aims at finding regularities in shopping behavior of customers of supermarkets [1]. Agrawal in [7] has proposed the Apriori algorithm to find quickly Boolean association rules. In contrast to Boolean association rules, which handle only simple item-based transactions, the next generation of association rules faced quantitative attributes which their values were elements of continuous domains such as real number domain R. But, the typical Apriori algorithm was not capable of dealing directly with such attributes. Therefore, in [8] an algorithm has been proposed to mine quantitative association rules. This algorithm starts by partitioning the attribute domains and then transforming the problem into a binary one. This method can solve problems introduced by quantitative attributes, but it causes the "sharp boundary" problem. The sharp boundary problem either ignores or over-emphasizes the elements near the boundary of intervals in the mining process. As a remedy to the sharp boundary problem, the fuzzy set concept, introduced by Zadeh [9], has been used more frequently in mining quantitative association rules. This approach is better than partitioning method, because fuzzy sets provide a smooth transition between members and non-members of a set and increase the flexibility of systems.

Apriori Algorithm: As mentioned before, Agrawal proposed the Apriori algorithm that is known as a fundamental algorithm for mining frequent itemsets in a set of transactions. He defined the formal statement for association rules as follows: Let \( I = \{i_1, i_2, ..., i_n\} \) be a set of items and \( D \) be a set of transactions, where each transaction \( T \) is a set of items such that \( T \subseteq I \). A set of items \( X \subseteq I \) is called an itemset. It can be said that \( T \) contains an itemset \( X \), if \( X \subseteq T \). An association rule is an implication of the form \( X \Rightarrow Y \), where \( X \subseteq I \), \( Y \subseteq I \) and \( X \cap Y = \emptyset \). The rule \( X \Rightarrow Y \) has Support \( S \) in the transaction set \( D \), if \( S \% \) of transactions in \( D \) contain \( X \cup Y \) and it has Confidence \( C \) in the transaction set \( D \), if \( C \% \) of transactions in \( D \) contain \( X \) also contain \( Y \). Apriori algorithm works iteratively and has two steps: In the first step, it finds all the large itemsets and in the next step, it uses the large itemsets to generate effective association rules. A more detailed description of these two steps can be found in [7, 8, 10]. This algorithm should scan a database many times to find the large itemsets.

Fuzzy Association Rules Induction: Mining fuzzy association rules is the discovery of association rules, using fuzzy set concepts, such that databases with both categorical and quantitative attributes can be handled. In this study, fuzzy grids based rules mining algorithm (FGBRMA) is used to mine fuzzy association rules [11]. This algorithm consists of two phases: large fuzzy grids generation and fuzzy association rules generation. Let \( I = \{i_1, i_2, ..., i_n\} \) be the itemset, where \( i_j (1 \leq j \leq m) \) may be categorical or quantitative. At the first phase, this algorithm uses fuzzy partition method for each attribute so that both quantitative and categorical attributes are divided into \( K \) different linguistic values (\( K = 2, 3, 4, ... \)). In fact, each attribute is viewed as a linguistic variable and the variables are divided into various linguistic values. Each linguistic value can be used to represent a candidate 1-dimensional fuzzy grid. Moreover, to generate a candidate high-dimensional fuzzy grid, we can apply two of large 1-dimensional fuzzy grids to construct one of candidate 2-dimensional fuzzy grids and so on. To check whether this fuzzy grid is large or not, its fuzzy support (FS) is computed. When its fuzzy support is larger than or equal to the pre-determined minimum fuzzy support (Min FS), it can be said that it is a large k-dimensional fuzzy grid. When all of the large fuzzy grids have been generated, the second phase will be started. In this phase, each R rule is generated by two large fuzzy grids. To check whether this rule is effective or not, its fuzzy confidence (FC) is computed. When its fuzzy confidence is larger than or equal to the pre-determined minimum fuzzy confidence (Min FC), the rule is considered as an effective rule. The FGBRMA is an efficient algorithm since it scans database only once and applies Boolean operations on tables to generate large fuzzy grids and fuzzy association rules. The brief description of this algorithm [11] is as follows (For more details see [12-14]).
Input: a database; b. the pre-defined minimum fuzzy support; c. the pre-defined minimum fuzzy confidence.
Output: Large fuzzy grids generation (Phase I), Effective fuzzy association rules generation (Phase II).
Method:

**Phase I. Large fuzzy grids generation**

1. Perform the fuzzy partition
2. Scan the database and construct the initial table FGTTFS
3. Generate large 1-dim fuzzy grids
   3.1 Set $K=1$ and eliminate the rows of initial FGTTFS corresponds to candidate 1-dim fuzzy grids, which are not large.
   3.2 Reconstruct FGTTFS.
4. Generate large K-dim fuzzy grids. Set $K=1$ to K. If there is only one (K-1)-dim fuzzy grid, then go to step 5.
   For any two unpaired rows, FGTTFS[u] and FGTTFS[v], if u and v, correspond to large (K-1)-dim fuzzy grids do:
   4.1 From (FG[u] OR FG[v]) that corresponds to a candidate K-dim fuzzy grids c, if any two linguistic values are defined in the same linguistic variable, then discard c and skip steps 4.2 and 4.3 (that is, c is invalid.)
   4.2.1 If FG[u] and FG[v] do not share (K-2) linguistic terms, then discard c and skip steps 4.3 (that is, c is invalid.)
   4.3. Add (FG[u] OR FG[v]) to table FG. (TT[k]...TT[k]...) to TT and $c$ to FS when $f_j$ is larger than or equal to the min FS; otherwise, discard to.
   End.
5. Check whether or not any large K-dim fuzzy grid is generated.
   If any large K-dim fuzzy grid is generated, then return by going to step 4. else continue to execute Phase II.

**Phase II. Effective fuzzy association rules generation**

For two unpaired rows, FG[u] and FG[v] (u ≠ v), correspond to large fuzzy grids $L_u$ and $L_v$, do:

1. Generate the antecedent part of the rule
   1.1. Let temp be the number of nonzero elements in (FG[u] AND FG[v]).
   1.2. If the number of nonzero elements in FG[u] is equal to temp, then $L_u = L_v$ is hold and the antecedent part of one rule, $R$, is generated as $L_u$, otherwise skip steps 2 and 3.
2. Generate the consequence of the rule
   Use (FG[u] XOR FG[v]) to obtain the consequence part of $R$.
3. Check whether rule R can be generated if $F(R) \geq FS(F(L_u))$ or not
   If $F(R) < \min FC$, then $R$ is ineffective.
   End.

**Fig. 1: FGBRMA algorithm**

In this algorithm a table structure, called FGTTFS, is implemented to generate large fuzzy grids. This table consists of the following substructures:

- **Fuzzy grids substructure (FG):** each row represents a fuzzy grid and each column represents a linguistic value.
- **Transaction substructure (TT):** each column represents a tuple $t_n$, while each element records the membership degree of $t_n$ belongs to the corresponding fuzzy grid.
- **Fuzzy support substructure (FS):** stores the fuzzy support corresponding to the fuzzy grid.

The steps of the FGBRMA algorithm are listed in Fig. 1.

**Fuzzy Clustering and Partition Generation:** In this section, the fuzzy partition method for defining fuzzy membership functions is described. The membership generation techniques are usually obtained from expert knowledge or experimental approaches. Nevertheless, one way to determine membership functions of these linguistic values is based on Fuzzy C-Means (FCM) clustering algorithm. FCM method [15] is used in this paper. In FCM, every data point belongs to every cluster to a certain degree, $\mu$, in the range $[0, 1]$. This algorithm tries to minimize the following objective function:

$$F_{obj} = \sum_{i=1}^{n} \sum_{j=1}^{c} \mu_i^m ||x_i - c_j||^2$$

(1)

Where $\mu_i$ is the degree of membership of $x_i$ in the cluster $j$, $x_i$ is the d-dimensional measured data, $c_j$ is the d-dimensional center of the cluster and $||*||$ is the norm expressing the similarity between any measured data and the center. The fuzziness parameter, $m$, is an arbitrary real number ($m>1$). The brief overview of this approach is as follows: Let $D$ be a set of transactions, where $t_0, t_1, \ldots, t_n$ are different crisp records and $j = \{i_0, i_1, \ldots, i_m\}$ be the set of attributes. Also, let $FP = \{FP_{i_0}, FP_{i_1}, \ldots, FP_{i_m}\}$ where $FP_{i_j} = \{f_{i_0}, f_{i_1}, \ldots, f_{i_m}\}$ be the set of fuzzy partitions of attribute $i_j$. Fig. 2 shows the algorithm for fuzzy partition generation using FCM.
investigated in several studies and various techniques including machine learning and statistical approaches have been used in the recent decade. In [2], taxonomy of feature selection algorithms in IDS was presented. In [4], genetic algorithm (GA) was used for feature selection. GA is a well-known feature selection method for dimensionality reduction and it is commonly used in the literature. In [17], principal component analysis (PCA) method was used for feature selection, as well. Also in [6] and [16], the wrapper method was proposed for feature selection. Wrapper method exploits a machine learning algorithm to evaluate the feature set. In [6], integration of rough set and particle swarm optimization (PSO) was used to form a 2-tier structure of feature selection process. While in [16], floating search was applied to select the optimal or near optimal subset of features. In this paper, a novel method of feature selection, by applying fuzzy association rules, is proposed in intrusion detection application.

**Fuzzy ARTMAP Neural Network:** The fuzzy ARTMAP achieves a synthesis of fuzzy logic and adaptive resonance theory (ART) neural networks by exploiting a close formal similarity between the computations of fuzzy method and ART category choice, resonance and learning [18]. This network is composed of two fuzzy ART modules, ARTε and ARTε, interconnected by an inter-ART using an associative memory module as illustrated in Figure 4. The inter-ART module has a self-regulator mechanism, match tracking, whose objective is to maximize the generalization and minimize the network error. The $P^n_2$ layer is connected to the inter-ART module by the weights $w_{ab}^h$. The steps of fuzzy ARTMAP algorithm are summarized below.

**Input Data:** The input pattern of $ART_\varepsilon$ is represented by the vector $a = [a_1,...,a_{da}]$ and the input pattern of $ART_s$ is represented by the vector $b = [b_1,...,b_{db}]$.

**Parameters:** There are three fundamental parameters for the performance and learning of fuzzy ART network [19].

- The choice parameter, ($\alpha > 0$): acts on the category selection.
- Learning rate, ($\beta\in[0,1]$): controls the velocity of network adaptation.
- Vigilance parameter, ($\rho\in[0,1]$): controls the network resonance. The vigilance parameter is responsible for the number of formed categories.
Algorithm Structure: After the resonance is confirmed in each network, $J$ is the active category for the ART$_a$ network and $K$ is the active category for the ART$_b$ network. The next step is match tracking to verify if the active category on ART$_a$ corresponds to the desired output vector presented to ART$_b$. The vigilance criterion is given by:

$$\rho_{ab} = \frac{|y^b \land w_{jk}^{ab}|}{|y^b|}$$  \hspace{1cm} (2)

Learning: After the input has completed the resonance state by vigilance criterion, the weight adaptation is implemented. The adaptation of the ART$_a$ and ART$_b$ module weights is given by:

$$w_{jk}^{new} = \beta (I \land w_{jk}^{old}) + (1 - \beta) w_{jk}^{old}$$  \hspace{1cm} (3)

Intrusion Database and Preprocessing of Features:
In 1998, Defense Advanced Research Project Agency (DARPA) funded an "intrusion detection evaluation program (IDEP)" in Lincoln laboratory at the Massachusetts Institute of Technology which this dataset was prepared by Stolfo [20]. Since 1999, KDD’99 was built based on the data captured in DARPA’98. This dataset consists of three components and it contains a number of connection records where each connection is a sequence of packets containing values of 41 features and labeled as either normal or attack. Attack types in this dataset fall into four main categories: Denial of Service (DoS), Probe, User to Root (U2R) and Remote to Local (R2L) which is detailed in Table 1. In this research, we use KDD’99 [20] to evaluate our proposed framework. In this way, a subset of “10% KDD” dataset with the same distribution, is used for the purpose of training and a subset of “Corrected KDD” dataset is used as the test set. Table 2 and Table 3 represent the distribution of normal and attack classes in the training and test dataset, respectively. The name and type of features in the KDD dataset are listed in Table 4, as well. Features in the KDD datasets have different forms: continuous, discrete and symbolic with significantly varying resolution and ranges. Most pattern classification methods are not able to process data in such a format. Hence, preprocessing is required.

Symbolic-valued features, such as protocol type (3 different symbols), service (70 different symbols) and flag (11 different symbols) are mapped to integer values ranging from 0 to $S-1$, where $S$ is the number of symbols. Continuous features having smaller integer value ranges, such as wrong_fragment [0,3], urgent [0,14], hot [0,101], num_failed_logins [0,5], num_compromised [0,9], num_root [0,7468], num_file_creations [0,100], num_shells [0,5], num_access_files [0,9], count [0,511], srv_count [0,511], dst_host_count [0,255] and dst_host_srv_count [0,255], are also scaled linearly to the range [0,1].

Logarithmic scaling (base 10) is applied to three features spanning over a very large integer range (i.e. duration [0,58329], src_bytes [0,13 Billion] and dst_bytes [0,13 Billion]), to reduce the ranges to [0,4.77] and [0,9,11], respectively. Other features are either Boolean (e.g. logged_in), having binary values, or continuous in the range of [0,1] (e.g. diff_srch_rate) and
no scaling is needed for these features. So, each of the mapped features are linearly scaled to the range [0,1] [21].

**Proposed Framework:** The proposed framework for intrusion detection has composed of two blocks; FSE-FAR block and classification block. Fig. 5 shows a schematic view of the proposed intrusion detection system. As it is mentioned

![FSE-FAR Module](image)

Fig. 5: Block diagram of proposed intrusion detection framework

in the previous section, each network connection record consists of 41 features; hence it is an important question that all these features, which are the most useful and which are less significant. In this way, a feature selection engine based on fuzzy association rules is used. Association rules determine interesting relationships between large set of data items. Thus, they can be used to discover relationships between features in KDD dataset and then reduce the dimension of input vector [22, 23]. A fuzzy ARTMAP neural classifier is used in the classification block, too. In this study, we focus on two distinctive techniques to remove redundant inputs to fuzzy ARTMAP.
Technique 1: In this technique, the effective fuzzy association rules on KDD dataset are found. To achieve this purpose, the total input features (i.e., 41 features) and the total number of selected samples of '10% KDD' dataset (i.e., 49402 records) are applied to discover the relations between input features. In this method, the rules that have enough fuzzy support value and high fuzzy confidence value are found and then some inputs thanks to these rules can be removed. Suppose R rule form (P = Q); in this rule, Q itemset depend on P itemset. Thus, all items in Q itemset can be removed because they are redundant and not considered as the fuzzy ARTMAP inputs. In this study, after performing technique 1, no effective fuzzy association rule which has enough fuzzy support value and high fuzzy confidence value was found.

Technique 2: In this method, all the input features are used and just large itemsets for each class are found. All of the instances in these large itemsets are the most important items for classification. If an item of a large itemset of any class is large in other classes, then that item must be used as the input of classifier. In this study, large itemsets for each class was found by using FGBRMA algorithm. The list of large itemsets for each class is reported in Table 5. According to Table 5, the dimension of input feature space is reduced from 41 to 31 by using the FSE-FAR module, so that the most important features for classification are selected as follow:


Experimental Results: In this work, the simulations were running on a PC powered by a Pentium IV, 3.6 GHz of CPU and 2 GB of RAM. Before discussing about the results of experiments, it seems necessary to mention the standard metrics that have been developed for evaluating IDS.

Detection rate (DR) and false alarm rate (FAR) are the two most common metrics. DR is computed as the ratio between the number of correctly detected attacks and the total number of attacks, while FAR is computed as the ratio between the number of normal connections that is incorrectly misclassified as attacks and the total number of normal connections. Another metric that is used here is the classification rate (CR). Classification rate for each class of data is computed as the ratio between the number of test instances correctly classified and the total number of test instances of this class. For the purpose of classifier algorithm evaluation, another comparative measure is defined which is cost per example (CPE) [24]. CPE is calculated using the following formula:

\[
CPE = \frac{1}{N_f} \sum_{i=1}^{M} \sum_{j=1}^{M} CM(i, j)C(i, j)
\]

where CM and C are confusion matrix and cost matrix, respectively. Nf represents the total number of test instances and M is the number of classes in classification. CM is a square matrix in which each column corresponds to the predicted class, while rows correspond to the actual classes. An entry at row i and column j, CM(i, j), represents the number of misclassified instances that originally belong to class i, although incorrectly identified as a number of class j. The entries of the primary diagonal, CM(i, i), stand for the number of properly detected instances. Cost matrix is similarly defined, as well and entry C(i, j), represents the cost penalty for misclassifying an instance belonging to class i into class j. Cost matrix values employed for the KDD99 classifier learning contest are shown in Table 6 [20]. The confusion matrix when using fuzzy ARTMAP classifier without FSE-FARM module is reported in Table 7. The confusion matrix for the hybrid structure of FSE-FARM+Fuzzy ARTMAP is...
shown in Table 8, as well. The performance of proposed framework in terms of CR, DR, FAR, and CPE has been shown in Table 9 and also the performance of this method has been compared with some other machine learning methods in Table 10. The duration of the training process for fuzzy ARTMAP with 31 features was approximately 178.83 seconds. Using the same machine, the training took 224.02 seconds for 41 features. It can be seen that the reduced set of features decreases the computation time more than 20 percent.

As shown in Table 10, the proposed system has higher classification rate for all the classes, as compared to systems reported in [24-27]. This system performs better in term of DR, FAR and CPE, as well. So, it can be inferred that the proposed approach improves the detection rate and decreases the false alarm rate and the cost per example, effectively.

**CONCLUSION**

In this research, an intrusion detection framework based on fuzzy association rules and fuzzy ARTMAP neural network was proposed. Fuzzy association rules mining is able to sufficiently handle large amounts of data and it can discover important relationships between large set of data items. In the proposed model, fuzzy grids based rules mining algorithm (FGBRMA) was used to reduce the dimension of input feature vector to classifier. In this way, the dimension of input feature space was reduced from 41 to 31. Experimental results showed that the proposed hybrid model performed better in terms of classification rate, DR, FAR and CPE as compared to some other machine learning methods.
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