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Abstract: In this paper, we have fostered a new transpire for automatic dissection of brain neoplasms in MR images. The propositioned method entails of four stages explicitly preprocessing, dissection, feature extraction, feature reduction and classification. In preprocessing wiener filter is harnessed for noise reduction and to render the image apposite for extracting the features. In the second stage, amended region convalescing base dissection is used for apportioning the image into momentous regions. In the third stage, combined edge and Texture based features are extricated using Histogram and Co-occurrence Matrix then Principal Component Analysis (PCA) is depleted to demote the dimensionality of the feature space which results in a more efficient and accurate classification. Finally, in the classification stage, a kernel based SVM classifier is exploited to amalgamate the hesitant images into mundane and exotic. The espoused tentative are gauged using the metric similarity index (SI), overlap fraction (OF) and extra fraction (EF). For comparison, the enactment of the propositioned technique has colossally exalted the tumor divulging in scrupulousness with other neural network corroborated classifier.
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INTRODUCTION

In systematized medical diagnostic systems, MRI bequeaths better upshots than computed tomography (CT) because it stipulates greater contrast flanked by divergent fleshy soft tissues of the human body. Hence MRI is ample more indispensable in brain and cancer imaging [1]. Divulging of brain tumor entails brain image dissection and compendium brain MR image dissection is an arduous task. It agitates amply of time, non- reiterate task, non- monotonous dissection and also segmentation upshots may fluctuate from connoisseur to expert. Thus, a computer aided system is expedient in this milieu. An automated brain tumor exposure system should clench less time and should classify the brain MR image as mundane or tumorous tissue unambiguously It should be coherent and should stipulate a system to radiologist which is self- illustrative and tranquil to maneuver. In segmentation, the morphological exploration on both necrosis and normal tissues has been enacted. The local textures in the images could disclose the normal ‘monotonies’ of biological structures. Therefore, the textural features have been disentangled using co-occurrence matrix approach. The scrutiny of level of correlation has endorsed to diminish the number of features to the only momentous component. The classification has been embarked by bestowing an artificial neural network and fuzzy c-means. They have premeditated in order to scrutinize the metamorphoses of texture features between macroscopic lesion white matter (LWM) and normal appearing white matter (NAWM) in magnetic resonance images (MRI) [2]. After splintering the brain the apprehensive areas have been admonished with reverence to the imprecise brain symmetry plane and fuzzy classification for tumor exposure [3].

The meadow of medical image analysis epitomizes of post acquisition such as de-noising, restoration and segmentation. Contemporary multifarious algorithms in medical image analysis engross partial differential equations, curvature motivated flows and diverse
mathematical models. Wavelet flattened methods have also been put presumptuous in the medical imaging study. In 1991, Weaver et al. [4] first presented the use of wavelet theory in medical imaging with the assiduousness to noise dwindling in MRI images. The image dissection is to detach an image into evocative regions with reverence to a fastidious solicitation. In the medical demarcation, segmenting the neoplasms is strenuous since the image embraces intensity homogeneities of other organs. A sporadic thriving segmentation techniques include Region Growing, Threshold based, Level Set method, Statistical model, Active Contour, Clustering algorithm, Histogram based approach and Gray level methods. A significant number of human glioblastoma cells migrated along the aligned nanofibre films and underwent apoptosis in the extracortical hydrogel. Tumour volume in the brain was significantly lower following insertion of aligned nanofibre implants compared with the application of smooth fibres or no implants [5-30]. To determine the net clinical benefit of a new treatment strategy, information on both survival and patient-reported outcomes (PROs) is required. However, to make an adequately informed decision, PRO evidence should be of sufficiently high quality [24]. In this paper, we present a fully automatic brain tumor segmentation method based on Deep Neural Networks (DNNs). The proposed networks are tailored to glioblastomas (both low and high grade) pictured in MR images. By their very nature, these tumors can appear anywhere in the brain and have almost any kind of shape, size and contrast. These reasons motivate our exploration of a machine learning solution that exploits a flexible, high capacity DNN while being extremely efficient [25]. In the present work, a method based on multidimensional mathematical morphology is used to classify brain tissues for multimodality MRI comprising 4 modalities, allowing for tumor image segmentation and characterization. The method also proposes a general view for image integration or fusion that allows for a targeted application of therapy [26]. The paper is basically an overview and discussion of the methods and techniques being proposed and developed in regard of brain image analysis. An image is basically analyzed from the perspective of its segmentation, edge detection, registration and morphology or motion analysis [27].

In this paper brain tumor such as mass tumor and malignant tumor is segmented and detected by using K-Means algorithm, Fuzzy C Means algorithm, texture based segmentation using Gray Level Co-occurrence matrix features and combination of Gray Level Co-occurrence matrix features and Gray level Run Length matrix features and all these methods are compared [28]. In this paper we propose new approach wherein the features of MR images are extracted using curvelet transform via wrapping based method in combination with the Haralick parameters. The features which are obtained from the coefficients of curvelet transform is used as the database for the further classification stage which is neural network based (PNN) classifier for the classification stage and it categorizes the brain tumour that belong to benign and malignant types. Finally the K-Means clustering based segmentation algorithm is used for segmenting the abnormal brain tumour region which is the region of interest which can be used for further diagnosis process by the oncologists [29]. The objective of this work is to classify and segment the brain soft tissues from computed tomography images using the wavelet based dominant gray level run length feature extraction method with Support Vector machine (SVM) classifier. A dominant gray level run length texture feature set is derived from the high frequency sub bands of the image to be decomposed using 2 level discrete wavelet transform. Multilevel dominant eigenvector estimation algorithm and the Bhattacharyya distance measure can be used to reduce the dimension of the feature vector and the high degree of correlation between neighborhood features [30].

In our proposed technique, predominantly the input MRI image is pre-processed to annihilate the noise and make the image prone for the repose of the process; the Wiener filter is subjugated in the preprocessing stage. Subsequently, the pre-processed image is crumbled by the modified region growing technique. Successively the segmentation process, the tentative texture features are confiscated and accorded to the neural network for training. In the final stage, the image is classified as a tumor or normal tissue with the succor of the trained neural network. The residue of the paper is stipulated as follows: A ephemeral criticism of probe incorporated into the proposed technique is lobbed in section 2. The proposed technique is consummate in Section 3. The meticulous speculative results and contemplations are indicated in Section 4. The conclusions are abridged up in Section 5.

Literature Review: A bounty of exertion has been anticipated by canvassers for the MRI brain image de-noising, dissection and tumor exposure techniques. A succinct denunciation of some of the contemporary research work is portrayed here. H. B. Kekre et al. have postured a vector quantization dissection method to
perceive adverse cancerous mass from MRI images [5].

In order to upsurge radiologists' diagnostic deed, computer-aided diagnosis (CAD) stratagem has been fostered to convalesce the revealing of primary engravels of this disease: masses and micro calcifications. Morphological estrangement extricates other regions with tumor region. Thresholding was used to renovate the input image into a binary image. Global threshold methods grieve from the snag as threshold value was bequeathed tangibly. The algorithms were corroborated on twenty one MRI images.

Jue Wu and Albert C.S. Chung [6] assimilated a scaffold for multi-object dissection of deep brain structures (caudate nucleus, putamen and thalamus) in medical brain images. Deep brain dissection is strenuous and insolent because the structures of inquisitiveness are of a comparatively trifling size and have inclusive shape variant. The structure precincts may be indistinct or even gamboled and the contiguous apposite is full of extraneous edges. To confront these sabotages, a template-based framework was instigated to coalesce the information of edge features, region statistics and inter-structure constraints for discriminating and ascendant all congregate brain structures. The multi-object template was consolidated in the form of a hierarchical Markov dependence tree (MDT) and multiple objects are dexterously harmonized to a target image by a top-to-down optimization dogma. The final dissection was assimilated with gargantuan refinement by a B-spline corroborated non-rigid registration between the exemplar image and the target image. This method was endorsed on a palpably amendable Tl-weighted magnetic resonance image database with proficient -segmented brain structures.

Corso et al. [7] have postured a method for automatic dissection of heterogeneous image data that engrosses a step toward traversing the breach between bottom-up similitude based dissection methods and top-down generative model based slants. Bayesian comprehension was comprehended for incorporating soft model coercions into the deviousness of semblances, which are stereotypically model free. The ensuing model-aware affinities were assimilated into the multilevel dissection by using a weighted jamboree algorithm and pragmatic the technique to the onus of ascertaining and segmenting brain tumor and edema in multichannel MR volumes. The pondering prudent method runs orders of magnitude swifter than prevailing state-of-the-art techniques bequeathing analogous or recuperated outcomes. The reckonable upshots obscure the recompense when model aware affinities incorporated into the segmentation process in the intricate case of brain tumor. Liang Liao et al. [8] have propositioned a debauched spatially constrained kernel clustering algorithm for crumbling MRI brain images and amending intensity inhomogeneities renowned as a bias field in MRI data. The algorithm uses kernel technique implicitly map image data in a sophisticated dimensional kernel space in order to convalesce the detachable of data and stipulate more conceivable for stupendously segmenting MRI data. Based on the technique, a speedup scheme for kernel clustering and an approach for tweaking spurious intensity variables of MRI images have been implemented. The fast kernel clustering and bias field amending encroachment each other in an endorsement manner and have farced eased the time complexity of kernel clustering. The recces on fabricated brain envisions and tangible clinical MRI data have shown that the algorithm predominantly surpasses the analogous antiquated algorithms when segmenting MRI data besmirched by high noise and gray bias field.

**Proposed Method:** In the proposed technique the rationale of feature extraction is to relegate the original data set by gauging unambiguous possessions or features that extricate one input prototype from another archetype. The wrested feature should stipulate the physiognomies of the input type to the classifier by contemplating the elucidation of the apposite properties of the image into a feature space. The proposed technique was conceded out through four steps. A preliminary pre-processing technique used for noise confiscation then various texture features are extorted for classification. The succeeding momentous feature has been designated by the PCA then the kernel based SVM classifier is coalesced to classify the images into tumor and non-tumor. The proposed technique for MRI brain image classification is illustrated in Fig. 1.

**Preprocessing:** The most vivacious technique for ejection of blur in images owing to linear motion or nebulous optics is the Wiener filter. From a signal processing perspective, blurring due to linear motion in a photograph is the corollary of deprived sampling. Each pixel in a digital depiction of the photograph should epitomize the intensity of a single stationary point in front of the camera. Brusquely, if the shutter speed is too dawdling and the camera is in gesticulate, a given pixel will be an amalgam of intensities from points along the line of the camera's gesticulation. This is a 2-D analogy to
Fig. 1: Overall block diagram of the proposed system

\[ G(u,v) = F(u,v).H(u,v) \]  

(1)

where \( F \) is the Fourier transform of an "ideal" acclimatization of a given image and \( H \) is the blurring function. In this case \( H \) is a sinc function: if three pixels in a line encompass information from the same point on an image, the digital image will seem to have been transfigured with a three-point boxcar in the time domain. Ideally one could reverse-engineer a Fest, or \( F \) estimate, if \( G \) and \( H \) are known. This technique is inverse filtering [9].

The paramount method to disentangle the obstruction is to use Wiener filtering. This tool elucidates an assessment for \( F \) according to the following equation (2).

\[ \text{Fest}(u,v) = \frac{|H(u,v)|^2 G(u,v)}{|H(u,v)|^2 |H(u,v) + K(u,v)|} \]  

(2)

\( K \) is a constant opted to optimize the estimate. This equation is derived from a least squares method.

**Segmentation:** After enhancing the brain MR image, the next step of our proposed technique is to segment the brain tumor MR image. Segmentation is done to separate the image foreground from its background. Segmenting an image also saves the processing time for further operations which has to be applied to the image. Region growing is a clear-cut image dissection process based on the region. It is also classified as a pixel-based image segmentation method since it embroils the selection of initial seed points. This stance to segmentation scrutinizes the neighboring pixels of initial "seed points" and resolves whether the pixel contiguous should be augmented to the region or not, based on poise conditions. The process is recapitulated to propagate different regions. The amended region growing is a three step process which entails of partitioning, assortment of seed point, smearing region growing to the point.

In this paper, an unaccompanied image is alienated into copious smaller images then discretely of the sub image is preserved exclusively to which the region growing modus is harnessed. The most primitive step in the region growing for the grid transpired is to opt a seed point for the detachment image. The initial region instigates at the meticulous position of the seed. We have also conceded out a histogram assessment to the novelty of the seed point of the severance. The histogram is pledge out for every pixel in the apportionment. As the image is a grayscale image, the magnitude of this image is from 0 to 255. After procuring out the seed point, the region grows from it. The flanking pixels are concomitant with the seed point and if the proximate pixel gratifies constraints, then the region is escalated else it is withered in that pixel [10]. After segmenting the brain MR image, morphological operations are applied to the image to clearly locate the tumor part of the brain. The basic purpose of the operations is to show only that part of the image which has the tumor that is the part of the image having more intensity and more area [11]. In this paper, morphological erosion and dilation are applied on the segmented brain MR image with 3x3 structuring element using the equation (3), and (4).

\[ A \Theta B = \{z / (B)_z \subseteq A \} \]  

(3)

\[ A \odot B = \{z / (B)_z \cap A \neq \phi \} \]  

(4)
Feature Extraction: Feature is the momentous information about the image. The renovation of an image into its pool of features is discerned as feature extraction. There are voluminous techniques for feature extraction analogous as texture features [12], Zernike moments, features based on wavelet transform. In this manuscript statistical feature spotlighted on intensity histogram like mean, variance, skewness, kurtosis and features from gray level co-occurrence matrices (GLCM) [14, 15] are savored to reonnoiter the ampleness for the divergence of normal and abnormal brain slices.

Intensity Histogram Based Features: In pernicious lesion alienation, the objects are classified concentrate on affiliated modus operandi. In this document the similarity matrix is fabricated by manipulating the texture features such as busyness, skewness, coarseness and standard deviation. Analogously the color feature contrast is isolated to conceal the lesion.

Skewness: It is a appraise of the disproportions of the data around the sample mean. If the skewness is negative, the data are rampant out more to the left of nonpareil than to the right. If the skewness is positive, the data are rampant out more to the right. Typically, the normal distribution or symmetric distribution is zero and it defined as

\[ Y = \frac{(x-\mu)^3}{\sigma^3} \]

where \( \mu \) is the mean of \( x \), \( \sigma \) is the standard deviation of \( x \) and \( E(t) \) epitomizes the expected value of the quantity \( t \).

The autocorrelation function of an image can be luxuriated to appraise the quantity of promptness as well as the delicacy of the texture extant in the image, denoted as \( f(\delta_x, \delta_y) \). For a \( n \times m \) image is defined as follows:

\[ f(\delta_x, \delta_y) = \frac{1}{(n-\delta_x)(m-\delta_y)} \sum_{i=0}^{n-\delta_x} \sum_{j=0}^{m-\delta_y} I(i, j)I(i+\delta_x, j+\delta_y) \]  

(1)

where \( 1 \leq \delta_x \leq n \) and \( 1 \leq \delta_y \leq m \). \( \delta_x \) and \( \delta_y \) exemplify a shift on rows and columns, correspondingly.

Contrast: The contrast function enhances the contrast of an image. It crafts a gray color map, cmap that has a crudely equal intensity distribution. If the image is well-contrasted, the value of the autocorrelation function diminutions fleetingly; otherwise, it diminutions sluggishly. Therefore, amplitude \( M \) of the gradient of the autocorrelation function regulates it.

Table 1: Various Feature extraction value of 10 images

<table>
<thead>
<tr>
<th>Sl.no</th>
<th>Coarseness</th>
<th>Busyness</th>
<th>Contrast</th>
<th>Standard deviation</th>
<th>Skewness</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.2735</td>
<td>11.8</td>
<td>0.0527</td>
<td>7.2209</td>
<td>1.9945</td>
</tr>
<tr>
<td>2</td>
<td>0.7417</td>
<td>6.9044</td>
<td>0.0125</td>
<td>1.9794</td>
<td>2.3452</td>
</tr>
<tr>
<td>3</td>
<td>2.5308</td>
<td>9.6144</td>
<td>0.0445</td>
<td>4.1905</td>
<td>1.1379</td>
</tr>
<tr>
<td>4</td>
<td>3.4828</td>
<td>13.2448</td>
<td>0.0552</td>
<td>5.719</td>
<td>1.0794</td>
</tr>
<tr>
<td>5</td>
<td>0.8507</td>
<td>7.6284</td>
<td>0.0104</td>
<td>2.5882</td>
<td>2.9365</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>4.9987</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>4.9987</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>4.9987</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>4.9987</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>4.9987</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Coarseness: The Coarseness is premeditated flattened on the Shape. This value is unrivaled to zero then the dichotomized area has been pretentious by the neoplasm, otherwise the tumor does not distress the segmented area. It is the average number of maxima in the auto-correlated images and original images. The coarseness (Cs) is reckoned as follows

\[ C_s = \frac{1}{n \cdot m} \sum_{i=1}^{n} \sum_{j=1}^{m} \text{Max}(i, j) - \left( \frac{\sum_{i=1}^{n} \sum_{j=1}^{m} \text{Max}(i, j)}{n \cdot m} \right) \]  

(2)

Busyness: It is premeditated based on rapport about how much the pixels are fastened for computing for the segmented area has a tumorous if more than immensity of 5. The business value is below 5 the segmented area does not have a tumor. The busyness value is liable on Coarseness. If the value of Coarseness is high, then, it is allied to coarseness in the contrary order that is when the business is low. It is anticipated using equation (3).

\[ B_s = 1 - C_s^2 \]  

(3)

Standard Deviation: It spectacles how much discrepancy or endures from the expected value i.e., the mean. The data points incline to be very close to the mean results with low standard deviation and the data points are proliferated out over a large range of values results for high standard deviation. It is the mediocre value of all the segmented area pixels.

Gray Level Co-Occurrence Matrix: GLCM encompasses the second-order statistical information of adjacent pixels of an image. In our proposed method, Gray Level Co-Occurrence Matrix (GLCM) based feature extraction process are instigated. It is estimated of a joint probability density function (PDF) of gray level pairs in an image.
It can be expressed in the following equation

\[ P_\mu(i, j) \quad (i, j = 0, 1, 2, \ldots N - 1) \]  

(5)

where \( i, j \) designate the gray level of two pixels, \( N \) is the gray image dimensions, \( \mu \) is the position crony of two pixels. Different values of \( \mu \) plumps the distance and direction of two pixels. Normally Distance (D) is 1, 2 and Direction (\( \theta \)) is 00, 450, 900, 1350 are luxuriated for calculation. Texture features can be disentangled from gray level images using GLCM Matrix. In our proposed method, five texture features are energy, contrast, correlation, entropy and homogeneity are the strictures of the experiments. These features are isolated from the segmented MR images and analyzed using various directions and distances. Energy broaches the reverberation of pixel pairs of an image

\[ k_1 = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} p_\mu(i, j) \]  

(6)

A local variation contemporaneous in the image is measured by Contrast. If the contrast value is higher means then the image has large variations.

\[ k_2 = \sum_{i=0}^{N-1} \left[ \sum_{j=0}^{N-1} p_\mu(i, j) \right]^2 \]  

(7)

\[ k_3 = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} (i, j) p(i, j) - \mu_1 \mu_2 \]  

\[ \sigma_1^2 \sigma_2^2 \]  

(8)

Correlation is a measure linear dependency of gray level values in co-occurrence matrices. It is a two dimensional frequency histogram in which discrete pixel pairs are ascribed to each other on the basis of a specific, predefined displacement vector.

where \( \mu_1, \mu_2, \sigma_1, \sigma_2 \) are mean and standard deviation values accrued in the \( x \) and \( y \) directions respectively.

Entropy is a evaluate of non-uniformity in the image based on the probability of Co-occurrence values, it also signposts the complexity of the image.

\[ k_4 = -\sum_{i=0}^{N-1} \sum_{j=0}^{N-1} p_\mu(i, j) \log(p_\mu(i, j)) \]  

(9)

Homogeneity is inversely proportional to contrast at constant energy whereas it is inversely proportional to energy.

**Feature Reduction Using PCA:** The principal component analysis and independent component analysis (ICA) are two well-accredited tools for transmuting the presented input features into a new lower dimensional feature space.

\[ k_5 = \sum_{i=0}^{k-1} \sum_{j=0}^{k-1} \frac{p_\mu(i, j)}{1 + (i - j)^2}, \quad i \neq j \]  

(10)

In PCA, the input feature space is transformed into a lower-dimensional feature space exploiting the largest eigenvectors of the correlation matrix. In the ICA, the original input space is revamped into an independent feature space with a dimension that is independent of the other dimensions. PCA [5] is the most sketchily used subspace projection technique. These methods postulate a suboptimal solution with a low computational cost and computational complexity. Itemized a set of data, PCA novelties the liner lower-dimensional demonstration of the data such that the variance of the reenacted data is pristine. Using a system of feature reduction based on PCA frontiers the feature vectors to the component selected by the PCA which trailblazers to an efficient classification algorithm.

**Classification:** In our proposed method, we impersonate the final classification step. Here we utilization the kernel based Support Vector Machine classifier to classify the image into tumors or not. In 1995, Support Vector Machine (SVM) has been corroborated, which is an effective supervised classifier and accurate learning technique. It is descended from the statistical theory invented by Vapnick. It fabricates efficacious classification results in several application domains, for e.g. medical diagnosis [15, 16]. SVM adheres to the structural risk minimization principle from the statistical learning theory. Its kernel is to hegemony the real risk and classification competence in order to encompass the margin between the classes and condense the true costs [17]. A support vector machine searches an optimal unscrambling hyperplane between members and non-members of a particular class in a high dimension feature space [18].

\[ K(x_i, x_j) = (x_i^T x_j + 1)^p, \quad p \geq 0 \]

Linear SVM is the simplest case in which the input patterns are linearly discernible. There exists a linear function of the form

\[ f(x) = W^T + bx \]  

(11)
Fig. 4: Decision boundary and margin of Linear SVM

Such that for each training example \( x_i \), the function yields \( f(x_i) \geq 0 \) for \( y_i = +1 \) and \( f(x_i) < 0 \) for \( y_i = -1 \). Hence, training samples from the two different classes are separated by the hyper plane.

\[
f(x) = W^T + bx = 0
\]  

(12)

**RBF Kernel Based SVM:** The linear SVM classifier can be eagerly substantial to a nonlinear classifier by relishing a nonlinear operator to map the input pattern \( x \) into upper dimensional feature space. The non-linear classifier is defined the equation (13)

\[
f(x) = W^T \phi(x) + b
\]

(13)

In non-linear SVM, the original data set is transformed to upper dimensional data, the parameter of the decision function \( f(x) \) has satisfied the following minimum criteria

\[
\min J(W, \xi) = \frac{1}{2} ||W||^2 + C \sum_{i=1}^{j} e_i
\]

(14)

\[
y_i(n^T \phi(X_i) + b) \geq 1 - e_i, e_i \geq 0; \quad i = 1, 2, 3, ..., l
\]

\[
k(x_i, x_j) = \exp \left[ -\frac{||x_i - x_j||^2}{2\sigma^2} \right]
\]

(15)

The data with linear separability may be analyzed with a hyperplane and the linearly non separable data are analyzed with kernel functions such as higher order polynomials, Gaussian RBF portrayed as Polynomial kernel. The learning process undertaken by a radial-basis function (RBF) network irrespective of its Theoretical background may be visualized as follows. The linear weight associated with the Output unit(s) of the network tend to evolve on a different “time scale” compared to the Nonlinear activation functions of the hidden units. Thus, as the hidden layer’s activation functions evolve slowly in accordance with some nonlinear optimization strategy, the output layer’s weights adjust themselves rapidly through a linear optimization strategy. The Important point is that the different layers of an RBF network perform tasks and so it is reasonable to separate the optimization of the hidden and output layers of the network by using different techniques and perhaps by operating on different time scales. There are different learning strategies that we can follow in the design of an RBF network, depending on how the centers of the radial-basis functions of the network are specified. The main problem with the method of fixed centers just described is the fact that it may require a large training set for a satisfactory level of performance. One way of overcoming this limitation is to use a hybrid learning process, consisting of two different stages: Self-organized learning stage, which is to estimate appropriate locations for the centers of the radial basis functions in the hidden layer. Supervised learning stage, which completes the design of the network by estimating the linear weights of the output layer. Although batch processing can be used to implement these two stages of learning in is preferable to take an adaptive (iterative) approach. For the self-organized learning process we need clustering algorithm that partitions the given set of data points into subgroups, each of which should be as homogeneous as possible. One such algorithm is the k-means clustering algorithm, which places the centers of the radial-basis functions in only those regions of the input space \( \mathbf{h} \) where significant data are present. Let \( m_1 \) denote the number of radial-basis functions; the determination of a suitable value for \( m_1 \) may require experimentation. Let \( \{y_k(n)\}_{k=1}^{m_1} \) denote the centers of the radial-basis functions at iteration \( n \) of the algorithm. Then, the k-means clustering algorithm proceeds as follows:
Initialization: Choose random values for the initial centers $t_k(0)$; the only restriction is that these initial values are different. It may also be desirable to keep the Euclidean norm of the centers small.

Sampling: Draw a sample vector $x$ from the input space $h$ with a certain probability. The vector $x$ is input the algorithm at iteration $n$.

Similarity Matching: Let $k(x)$ denote the index of the best-matching (winning) center of input vector $x$. Find $k(x)$ at iteration by using the minimum-distance Euclidean criterion:

$$k(x) = \arg\min_k \|x(n) - t_k(n)\|, \quad k = 1, 2, 3, \ldots, m_1$$

where $t_k(n)$ is the $k$th radial-basis function at iteration $n$.

Updating: Tweak the centers of the radial-basis functions, by exploiting the update rule:

$$t_k(n + 1) = \begin{cases} t_k(n) + \eta[x(n) - t_k(n)], & k = k(x) \\ t_k(n), & \text{otherwise} \end{cases}$$

Continuation: Augmentation $n$ by 1, back to step II and carry on the progression until conspicuous vagaries are perceived in the centers.

RESULTS AND DISCUSSION

In this manuscript, the input data set consists of axial, T1-weighted, 256 X 256 pixel MR brain images. These images were downloaded from the (Harvard Medical School website (http://med.harvard.edu/AANLIB/)). Merely those fragments of the brain in which unencumbered ventricles are lucidly comprehended for contemplation in our study. The number of MR brain images in the input hampers and it also gauged by luxuriating similarity index (SI) [19], overlap fraction (OF) and extra fraction (EF) [20]. SI is a compute for the decorously segmented region compared to the
unmitigated segmented region, in both the somatic dissection and the proposed methodology. The OF and the EF stipulates the areas that have been precisely and fallaciously classified as tumor area, correspondingly, proportional to the tumor area in somatic segmentation. In a well segmented, SI and OF must be close to 1 and EF ought to be close to 0. Pragmatically, a value for SI more than 0.7 epitomized a very cherished segmentation [21, 22].

\[
SI = \frac{2TP}{(2TP + FP + FN)}
\]

\[
OF = \frac{TP}{TP + FN}
\]

\[
EF = \frac{FP}{TP + FN}
\]

The commenced tentative results of the prevailing and proposed methods are bequeathed in Table 1. By scrutinizing the upshots, our proposed scenario has an enhanced performance. The aftermaths of the experimentation corroborated with 94% of accuracy in the proposed method with an exposure of tumors from the brain MRI images.
We have rivaled our proposed Fuzzy logic based SVM with the supplementary neural network classifier, Feed Forward Neural Network (FFNN) and Support vector machine. The kernel based SVM model spawns better overall outcomes to other neural network classifier in rapport of sensitivity, specificity and the accuracy. The assessment graphs of the sensitivity, specificity and the accuracy graph are exposed in Fig.4. Also the proposed system error rate is scanter to other classifier. It is diagrammatically disclosed in Fig 5.

CONCLUSION

In this methodology, we have fostered a striking tumor revealing technique by maneuvering kernel ascertained SVM. The propositioned outlook encompasses of preprocessing, segmentation, feature extraction and classification. In a preprocessing step, the noise is jettisoned and to instigate the image appropriate for the ensuing stages. In segmentation stage, the neoplasm regions are dissected over region growing method. In feature extraction, certain explicit feature will be extorted by manipulating texture as well from intensity. On the classification stage, the kernel based SVM is fabricated and smeared to training of support vector machine (SVM) to maneuver automatic detection of tumor in MRI images. For comparative exploration, our proposed approach is surpassed with existing research. The accuracy level (94%) for kernel based SVM corroborated that the proposed algorithm graph is virtuous at perceiving the tumors in the brain MRI images.
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