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Abstract: Now a day’s massive amount of data is widely available in information systems. These data are of
low quality, unreliable, redundant and are noisy in nature which negatively affects the process of observing
knowledge and useful pattern. Machine learning techniques have attracted a big attention to researchers to turn
such data into useful knowledge. Further relevant data can be extracted from huge records using filter based
feature selection methods. In our study, a comparative analysis is drawn between four different filter based
feature selection methods (Information gain method, Consistency based method and Correlation based method)
based on Healthcare datasets (i.e., Breast cancer, Diabetes and Hepatitis). Multilayer perceptron were
implemented to estimate the performance of the algorithms. The study revealed that filter based feature selection
methods enhance the performance of learning algorithms.
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INTRODUCTION

The health care centers are developed due to health
consciousness of people in day today life. But proper
disease diagnosis in present life is a very uphill task at
manageable cost in such an emergent nation. Due to this,
people are facing troubles and at times it causes the death
of that person since all doctors may not be able to
recognize and identify all diseases in time due to their
poor attention and as well as due to the lack of modern
instruments. Machine learning methodologies can be of
great help in such cases. It forms the basis for knowledge Fig. 1: Knowledge Discovery Process
discovery which is depicted in Fig. 1. It helps in intelligent
analysis and processing of data, thereby minimizing  the Related Work: In [2] the authors have drawn a
cost   of  computational  power  and  thus enables  us  to comparative analysis of various machine learning

use  computationally  intensive methods for  data methods based on neural networks like Multilayer
analysis. F urther, with  feature  ranking  using  filter Perceptron (MLP), Radial Basis Function (RBF) etc and
based  methods  researchers  can  extract relevant and classified WBC and NHBCD data for breast cancer. In [3]
high quality data from huge healthcare records. Feature Weipin Chang and his colleagues demonstrated genetic
ranking methods reduce the dimensionality of feature technique as the optimizing search technique used in
space thereby removing noisy data, enhancing data breast cancer diagnosis and it produced a high prediction
quality [1]. accuracy. K. Rajiv Gandhi and his colleagues published a
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research paper [4] in which they used PSO search
technique to develop a classification model for breast
cancer patients data. In [5] authors proposed a system
model that gave an overall accuracy rate of 78.9% on heart
Cleveland disease. Authors in [6] produced a model which
resulted in 83.01% accuracy on the heart Cleveland Fig. 2: Wrapper based Feature Selection
disease diagnosis. The ANFIS classification [7] with PCA
of diabetes disease was classified due to training and test
of all the diabetes disease dataset. That produced a
classification accuracy of 89.47%. Roslina et al. used Fig. 3: Filter based Feature Selection
SVM to predict hepatitis and used wrapper based feature
selection method to identify relevant features before
classification. Combining wrapper based methods and
Support vector machines produced good classification
results [8]. Sartakhti et al. also presented a novel machine
learning method using hybridized SVM and simulated
annealing to predict hepatitis and obtained high
classification accuracy rates [9] Harb et al. proposed the
filter and wrapper methods combined with PSO for medical
data. Their proposed model illustrated a very high
prediction accuracy among the others [10].

Filter Based Feature Selection: Feature Selection
methods are the optimizing agents in a machine learning
algorithm. The prime objectives of these methods are to
eliminate noisy data from the dataset. Attribute selection
methods can be categorized into two parts: Wrappers and
Filters. The Wrapper determines attributes based on
accuracy estimates by the target learning algorithm. While
a filter method uses the statistical correlation between a
set of variable and the target variable. Fig. 2 and Fig. 3
highlights these two methods of Feature selection. These
methods apply a statistical measure to assign a scoring to
each feature. The features are ranked by the score and
either selected to be kept or removed from the dataset.
Ranking of features determines the importance of any
individual feature, neglecting their possible interactions.
The correlation quotient between features and the target
attribute computes the significance of target attribute [11],
[12]. In our research we have formulated and
demonstrated four critical Filter based methods as shown
in Table 1.

Proposed Work
Correlation Based Feature Optimization: It is a heuristics
based method to find the goodness of an attribute subset.
It correlates various attributes based on the usefulness of
the feature set to predict the class label. It assumes that
attribute set is considered good if they share a strong
correlation  with  their  class  but  less correlated with each

Table 1: Proposed study work summary
Healthcare Datasets used Breast Cancer, Diabetes and Hepatitis
Filter based Feature Selection Correlation, Information Gain and
methods used Consistency methods
Classification Technique used Multilayer Perceptron

other. Let the relation between every test variable with
their extraneous variable is given at prior. Let the
correlation among every attribute pair is known. Thus
there exist a correlation between the cumulative
components and the extraneous variable which may be
computed as:

(1)

where
r = Pearson’s Correlation coefficient which depictszc

the relation of the cumulative attributes with the
extraneous variable.

k = Count of attributes present.
= Average of correlations between all attributes andrzi

the extraneous variable.
= Mean interrelationship between variousrii

attributes.

Three vital observations are inferred from this
coefficient which are:

More is the correlations between the components
and the extraneous variable, more will be the correlation
between the composite and the extraneous variable. The
correlation between the composite and the extraneous
variable is directly proportional to the number of
components in the composite. As the inter-correlation
among the components reduces, the correlation between
the composite and the extraneous variable is enhanced.
The data dimensionality reduction process occurs by
using symmetrical uncertainty thereby picking the
variable subset that has the maximum coefficient value
from equation 1 stated above.
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InformationGain Based Feature Optimization: The basis Now let us assume that c2 is the highest among all then:
of information theory domain is Entropy. It is a metric that FIR = n – c2.
represents the level of purity of a sample set taken in
random. It denotes the unpredictable nature of a system Inference 3: Rate of Inconsistency (RIs) may be referred
model. For a random variable Y the entropy is represented as the ratio of cumulative combination of all frequency of
by: inconsistencies for all patterns in an attribute subset in a

H Y = -  p y log (p(y)) (2) as:y Y 2

P(y) = Marginal probability density function of the RIs = FIRs of all patterns / Total Instances (5)
random variable Y.

Let S be the training dataset such that values of Y are steps followed are: 
partitioned based on the values of another attribute X.
Thus the entropy value of Y with respect to X is Step 1: A candidate feature subset is input.
represented by:

H Y/X = -  p x  p y/x log (p(y/x)) (3)x X y Y 2

Thus a parameter denoting the relative decrease in  (where  is a user defined threshold limit)
entropy of Y can be determined by the extra information
that X projects about Y is referred as Information Gain
(IG). It is stated as:

IG = H Y - H Y/X = H X - H(X/Y) (4)

The above equation suggests that the information
gained regarding Y after observing X is equal to the Fig. 4: Implementation of Filter based feature selection
information gained regarding X after observing Y. Hence with Cross validation technique for classification
the attribute with highest information gain value is chosen in Healthcare sector
as the basis for classification.

Consistency Based Feature Optimization: This method which include Breast cancer, diabetes and Hepatitis.
determines the worthiness of attribute subsets. It Three crucial filter based methods are implemented (CFS,
computes a consistency measure to evaluate the best Info Gain and Consistency) while Multilayer Perceptron
feature subset. Three inferences are used in this method: is used as a classifier in our study.

Inference 1: A pattern is inconsistent if there is a perfect filter based feature selection in healthcare industry. As
matching for at least wo instances while their class labels seen in the diagram the original medical dataset is the
differs. Ex: In the two instances {1, 0, 0} and {1, 0, 1} input. It is sub divided into two distinct parts which
identical values are noted for the two attributes in bothe includes  Training   set  and  Test  set  in  the  ratio  9:1.
instances but their class label is not the same. The training samples are applied to filter based feature

Inference 2: Frequency of Inconsistency (FIR) is defined Correlation based method to optimize the  raw  dataset.
as the difference between the frequency of occurrence of The output of implementing filter based techniques is an
a particular pattern in data and largest frequency among optimized reduced feature set. This reduced set is applied
all class labels. Ex: Let a pattern p occurs in np instances to a machine learning technique and thus classification is
for a attribute subset. Among all np instances class label carried out with the test sample dataset. The evaluation
allotment is done as: c1  label1 : c2  label2 : c3  label3 process  under   consideration  is  10-fold  cross
such that c1 + c2 + c3 = np. validation.   We   have  applied cross validation method as

dataset to the total number of given instances. It is given

Thus to achieve attribute selection process important

Step 2: Determine the Rate of Inconsistencies (Ris).

Step 3: The subset S remains consistent only when RIs 

In our work we have used three vital clinical datasets

Our proposed work is based on implementation of

selection methods like Information Gain method or
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Table 2: Filter based techniques used in our study

Filter based method Evaluation

Correlation based method Evaluates the worth of a subset of attributes
by considering the individual
predictive ability of each feature along with the
degree of redundancy between them.

Information Gain method Evaluates the worth of an attribute by measuring
the information gain with respect to the class.

Consistency based method Evaluates the worth of a subset of attributes by
the level of consistency in the
class values when the training instances are
projected onto the subset of attributes.

the evaluation technique to categorize the entire medical
dataset into training set and test set. Cross-Validation is
a statistical process used to evaluate machine learning
techniques by partitioning data into two segments: one
segment is used to train a model while the other segment
is used for model validation. We have used a 10-fold
cross validation technique to evaluate healthcare
datasets. In such scenario the data is first partitioned  into

10 equally sized segments. Eventually 10 iterations of
training and testing are performed in such a way that at
each iteration it yields a different fold of the data to be
held-out for validation while the remaining 9 segments are
used for learning.

Results and Analysis: Our entire research is carried out
using WEKA 3.12 which is widely popular machine
learning software. In the first step the original medical
datasets are subjected to classification using Multilayer
perceptron classifier. In the second step filter based
feature selection techniques are implemented to the
datasets before carrying out classification process. An
extensive series of results are inferred from the
experimental set up. It includes the confusion matrix of
every classification process. Various performance
parameters like Precision, Recall, RMSE, Latency, F-
measure, MCC metric, ROC Area etc are used to evaluate
the efficiency of filter based feature selection methods.
The details regarding various clinical datasets used in our
research are depicted in Table 3 to Table 6.

Table 3: Breast Cancer dataset details

Table 4: Diabetes dataset details

Table 5: Hepatitis dataset details



African J. Basic & Appl. Sci., 9 (4): 198-208, 2017

202

Table 6: Class distribution of healthcare datasets

Classification with Original Healthcare Dataset:

Fig. 5: Performance evaluation metrics of Breast cancer dataset

Fig. 6: Performance evaluation metrics of Diabetes dataset

Fig. 7: Performance evaluation metrics of Hepatitis dataset

Table 7: Actual Breast cancer dataset results details
Total number of Instances 286
Correctly Classified Instances 185
Incorrectly Classified Instances 101
Classification Accuracy 64.68%
Root Mean Square Error 0.5423
Model Build up time 4.59 sec
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Table 8: Actual Diabetes dataset results details
Total number of Instances 768
Correctly Classified Instances 579
Incorrectly Classified Instances 189
Classification Accuracy 75.39%
Root Mean Square Error 0.4215
Model Build up time 0.97 sec

Table 9: Actual Hepatitis dataset results details
Total number of Instances 155
Correctly Classified Instances 124
Incorrectly Classified Instances 31
Classification Accuracy 80%
Root Mean Square Error 0.4154
Model Build up time 0.54 sec

Classification with Correlation Based Method on Healthcare Dataset:

Fig. 8: Performance evaluation metrics of Breast Cancer dataset

Fig. 9: Performance evaluation metrics of Diabetes dataset

Fig. 10: Performance evaluation metrics



African J. Basic & Appl. Sci., 9 (4): 198-208, 2017

204

Table 10: Breast Cancer dataset results with Correlation method
Total number of Instances 286
Correctly Classified Instances 205
Incorrectly Classified Instances 81
Classification Accuracy 71.67%
Root Mean Square Error 0.4863
Model Build up time 1.96 sec

Table 11: Diabetes dataset results with Correlation method
Total number of Instances 768
Correctly Classified Instances 580
Incorrectly Classified Instances 188
Classification Accuracy 75.52%
Root Mean Square Error 0.4075
Model Build up time 0.62 sec

Table 12: Hepatitis dataset results with Correlation method
Total number of Instances 155
Correctly Classified Instances 131
Incorrectly Classified Instances 24
Classification Accuracy 84.51%
Root Mean Square Error 0.369
Model Build up time 0.32 sec

Classification with Information Gain Based Method on Healthcare Dataset:

Fig. 11: Performance evaluation metrics of Breast Cancer dataset of Hepatitis

Fig. 12: Performance evaluation metrics of Diabetes dataset

Fig. 13: Performance evaluation metrics of Hepatitis dataset
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Table 13: Breast cancer dataset results with Information Gain method
Total number of Instances 286
Correctly Classified Instances 202
Incorrectly Classified Instances 84
Classification Accuracy 70.62%
Root Mean Square Error 0.4677
Model Build up time 1.97 sec

Table 14: Diabetes dataset results with Information Gain method
Total number of Instances 768
Correctly Classified Instances 589
Incorrectly Classified Instances 179
Classification Accuracy 76.69%
Root Mean Square Error 0.4081
Model Build up time 0.61 sec

Table 15: Hepatitis dataset results with Information Gain method
Total number of Instances 155
Correctly Classified Instances 125
Incorrectly Classified Instances 30
Classification Accuracy 80.64%
Root Mean Square Error 0.3913
Model Build up time 0.29 sec

Classification with Consistency Based Method on Healthcare Dataset:

Fig. 14: Performance evaluation metrics of Breast Cancer dataset

Fig. 15: Performance evaluation metrics of Diabetes dataset

Fig. 16: Performance evaluation metrics of Hepatitis dataset
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Table 16: Breast cancer dataset results with Consistency method

Total number of Instances 286

Correctly Classified Instances 202
Incorrectly Classified Instances 84
Classification Accuracy 70.62%
Root Mean Square Error 0.5047
Model Build up time 3.28 sec

Table 17: Diabetes dataset results with Consistency method

Total number of Instances 768

Correctly Classified Instances 579
Incorrectly Classified Instances 189
Classification Accuracy 75.39%
Root Mean Square Error 0.4146
Model Build up time 0.6 sec

Table 18: Hepatitis dataset results with Consistency method

Total number of Instances 155

Correctly Classified Instances 124
Incorrectly Classified Instances 31
Classification Accuracy 80%
Root Mean Square Error 0.4264
Model Build up time 0.35 sec

Fig. 17: Classification Accuracy analysis with Filter based methods on Healthcare datasets

Fig. 18: Latency Accuracy analysis with Filter based methods on Healthcare datasets
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Fig. 19: RMSE metric analysis with Filter based methods on Healthcare datasets

Fig. 20: F-measure metric analysis with Filter based methods on Healthcare datasets

As per the observation from the graphs it is clearly helps to analyze and process such massive and noisy
visible that the overall effectiveness of disease risk data efficiently. In our research, a comparative detailed
prediction gets highly optimized and precise when analysis was carried out on the basis of three vital filter
classification is done with filter based feature selection based feature selection algorithms to predict the risks of
methods. Rather classification with Correlation based various diseases while their performance was computed
feature selection yields an optimal performance in by using Multilayer Perceptron classifier. The results were
classification process in terms of classification accuracy, evaluated based on different performance measures. It
Latency, Root mean square error and F-measure metrics. was observed that using filter based techniques enhance
The overall accuracy is optimum while the error rate is the the overall accuracy of classification in healthcare sector.
least with Correlation based filter technique. The delay  in Among the feature ranking methods Correlation based
disease risk prediction is very low in Correlation based feature selection method outperforms other techniques in
filter technique thereby facilitating for real time accurately predicting a disease risks when evaluated with
applications. The F-measure value is also maximized if various performance metrics. Thus our study asserted
classification is undertaken with Correlation based filter that filter based attribute optimization methods improve
technique. the performance of learning algorithms and more

importantly Correlation based method can successfully
CONCLUSION act as a guide to healthcare experts in identifying disease

Healthcare information systems comprise heaps of employed in the prediction and diagnosis of disease risks
unstructured data records. Machine learning algorithms in medical research. As a future work, a study will be
embedded with filter based attribute optimization methods planned to investigate the impact of multi dimensional

risks. The results of this study can be successfully
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attributes of medical datasets in the performance of 6. Sitar-Taut, V.A., 2009. Using machine learning
feature selection methods and classification accuracy. algorithms in cardiovascular disease risk evaluation,
Besides a hybrid filter based meta-variable selection Journal ofApplied Computer Science and
model can be developed in future. Mathematics.
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