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Abstract: Now a day’s massive amount of data is widely available in information systems. These data are of
low quality, unreliable, redundant and are noisy in nature which negatively affects the process of observing
knowledge and useful pattern. Machine learning techniques have attracted a big attention to researchers to turn
such data into useful knowledge. Further relevant data can be extracted from huge records using filter based
feature selection methods. In our study, a comparative analysis is drawn between four different filter based
feature selection methods (Information gain method, Consistency based method and Correlation based method)
based on Healthcare datasets (i.e., Breast cancer, Diabetes and Hepatitis). Multilayer perceptron were
implemented to estimate the performance of the algorithms. The study revealed that filter based feature selection
methods enhance the performance of learning algorithms.
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INTRODUCTION

The health care centers are developed due to health
consciousness of people in day today life. But proper
disease diagnosis in present life is a very uphill task at
manageable cost in such an emergent nation. Due to this,
people are facing troubles and at times it causes the death
of that person since all doctors may not be able to
recognize and identify all diseases in time due to their
poor attention and as well as due to the lack of modern
instruments. Machine learning methodologies can be of
great help in such cases. It forms the basis for knowledge
discovery which is depicted in Fig. 1. It helps in intelligent
analysis and processing of data, thereby minimizing the
cost of computational power and thus enables us to
use computationally intensive methods for data
analysis. F urther, with feature ranking using filter
based methods researchers can extract relevant and
high quality data from huge healthcare records. Feature
ranking methods reduce the dimensionality of feature
space thereby removing noisy data, enhancing data

quality [1].
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Fig. 1: Knowledge Discovery Process

Related Work: In [2] the authors have drawn a
comparative analysis learning
methods based on neural networks like Multilayer
Perceptron (MLP), Radial Basis Function (RBF) etc and
classified WBC and NHBCD data for breast cancer. In [3]
Weipin Chang and his colleagues demonstrated genetic
technique as the optimizing search technique used in
breast cancer diagnosis and it produced a high prediction
accuracy. K. Rajiv Gandhi and his colleagues published a

of various machine
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research paper [4] in which they used PSO search
technique to develop a classification model for breast
cancer patients data. In [5] authors proposed a system
model that gave an overall accuracy rate of 78.9% on heart
Cleveland disease. Authors in [6] produced a model which
resulted in 83.01% accuracy on the heart Cleveland
disease diagnosis. The ANFIS classification [7] with PCA
of diabetes disease was classified due to training and test
of all the diabetes disease dataset. That produced a
classification accuracy of 89.47%. Roslina et al. used
SVM to predict hepatitis and used wrapper based feature
selection method to identify relevant features before
classification. Combining wrapper based methods and
Support vector machines produced good classification
results [8]. Sartakhti et al. also presented a novel machine
learning method using hybridized SVM and simulated
annealing to predict hepatitis and obtained high
classification accuracy rates [9] Harb et al. proposed the
filter and wrapper methods combined with PSO for medical
data. Their proposed model illustrated a very high
prediction accuracy among the others [10].

Filter Based Feature Selection: Feature Selection
methods are the optimizing agents in a machine learning
algorithm. The prime objectives of these methods are to
eliminate noisy data from the dataset. Attribute selection
methods can be categorized into two parts: Wrappers and
Filters. The Wrapper determines attributes based on
accuracy estimates by the target learning algorithm. While
a filter method uses the statistical correlation between a
set of variable and the target variable. Fig. 2 and Fig. 3
highlights these two methods of Feature selection. These
methods apply a statistical measure to assign a scoring to
each feature. The features are ranked by the score and
either selected to be kept or removed from the dataset.
Ranking of features determines the importance of any
individual feature, neglecting their possible interactions.
The correlation quotient between features and the target
attribute computes the significance of target attribute [11],
[12]. In our research we have formulated and
demonstrated four critical Filter based methods as shown
in Table 1.

Proposed Work

Correlation Based Feature Optimization: It is a heuristics
based method to find the goodness of an attribute subset.
It correlates various attributes based on the usefulness of
the feature set to predict the class label. It assumes that
attribute set is considered good if they share a strong
correlation with their class but less correlated with each
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Table 1: Proposed study work summary

Healthcare Datasets used Breast Cancer, Diabetes and Hepatitis

Filter based Feature Selection
methods used

Correlation, Information Gain and
Consistency methods

Classification Technique used ~ Multilayer Perceptron

other. Let the relation between every test variable with
their extraneous variable is given at prior. Let the
correlation among every attribute pair is known. Thus
there exist a correlation between the cumulative
components and the extraneous variable which may be
computed as:

KAzi

Vze m (1)

where

r,, = Pearson’s Correlation coefficient which depicts
the relation of the cumulative attributes with the
extraneous variable.

k Count of attributes present.

Average of correlations between all attributes and
the extraneous variable.
Mean interrelationship
attributes.

Tii —

between  various

Three vital observations are inferred from this
coefficient which are:

More is the correlations between the components
and the extraneous variable, more will be the correlation
between the composite and the extraneous variable. The
correlation between the composite and the extraneous
variable is directly proportional to the number of
components in the composite. As the inter-correlation
among the components reduces, the correlation between
the composite and the extraneous variable is enhanced.
The data dimensionality reduction process occurs by
using symmetrical uncertainty thereby picking the
variable subset that has the maximum coefficient value
from equation 1 stated above.
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Information Gain Based Feature Optimization: The basis
of information theory domain is Entropy. It is a metric that
represents the level of purity of a sample set taken in
random. It denotes the unpredictable nature of a system
model. For a random variable Y the entropy is represented

by:

HY =-,0ypy log(p(y)) )
P(y) = Marginal probability density function of the
random variable Y.

Let S be the training dataset such that values of Y are
partitioned based on the values of another attribute X.
Thus the entropy value of Y with respect to X is
represented by:

HY/X=-.0xp X ov P y/x log(p(y/x)) 3)

Thus a parameter denoting the relative decrease in
entropy of Y can be determined by the extra information
that X projects about Y is referred as Information Gain
(IG). It is stated as:
IG=HY-HY/X=H X -HX/Y) 4

The above equation suggests that the information
gained regarding Y after observing X is equal to the
information gained regarding X after observing Y. Hence

the attribute with highest information gain value is chosen
as the basis for classification.

Consistency Based Feature Optimization: This method
determines the worthiness of attribute subsets. It
computes a consistency measure to evaluate the best
feature subset. Three inferences are used in this method:

Inference 1: A pattern is inconsistent if there is a perfect
matching for at least wo instances while their class labels
differs. Ex: In the two instances {1, 0, 0} and {1, 0, 1}
identical values are noted for the two attributes in bothe
instances but their class label is not the same.

Inference 2: Frequency of Inconsistency (FIR) is defined
as the difference between the frequency of occurrence of
a particular pattern in data and largest frequency among
all class labels. Ex: Let a pattern p occurs in np instances
for a attribute subset. Among all np instances class label
allotment is done as: cl = labell : c2 = label2 : c3 = label3
such that c1 +¢2 +¢3 =np.
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Now let us assume that c2 is the highest among all then:
FIR =n-—c2.

Inference 3: Rate of Inconsistency (RIs) may be referred
as the ratio of cumulative combination of all frequency of
inconsistencies for all patterns in an attribute subset in a
dataset to the total number of given instances. It is given
as:

RIs = FIRs of all patterns / Total Instances %)

Thus to achieve attribute selection process important
steps followed are:

Step 1: A candidate feature subset is input.
Step 2: Determine the Rate of Inconsistencies (Ris).

Step 3: The subset S remains consistent only when RIs =
o (where o is a user defined threshold limit)
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Fig. 4: Implementation of Filter based feature selection
with Cross validation technique for classification
in Healthcare sector

In our work we have used three vital clinical datasets
which include Breast cancer, diabetes and Hepatitis.
Three crucial filter based methods are implemented (CFS,
Info Gain and Consistency) while Multilayer Perceptron
is used as a classifier in our study.

Our proposed work is based on implementation of
filter based feature selection in healthcare industry. As
seen in the diagram the original medical dataset is the
input. It is sub divided into two distinct parts which
includes Training set and Test set in the ratio 9:1.
The training samples are applied to filter based feature
selection methods like Information Gain method or
Correlation based method to optimize the raw dataset.
The output of implementing filter based techniques is an
optimized reduced feature set. This reduced set is applied
to a machine learning technique and thus classification is
carried out with the test sample dataset. The evaluation
process under  consideration is 10-fold cross
validation. We have applied cross validation method as
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Table 2: Filter based techniques used in our study

Filter based method Evaluation

Correlation based method ~ Evaluates the worth of a subset of attributes
by considering the individual
predictive ability of each feature along with the

degree of redundancy between them.

Information Gain method  Evaluates the worth of an attribute by measuring

the information gain with respect to the class.

Consistency based method Evaluates the worth of a subset of attributes by
the level of consistency in the
class values when the training instances are

projected onto the subset of attributes.

the evaluation technique to categorize the entire medical
dataset into training set and test set. Cross-Validation is
a statistical process used to evaluate machine learning
techniques by partitioning data into two segments: one
segment is used to train a model while the other segment
is used for model validation. We have used a 10-fold
cross validation technique to evaluate healthcare
datasets. In such scenario the data is first partitioned into

Table 3: Breast Cancer dataset details

10 equally sized segments. Eventually 10 iterations of
training and testing are performed in such a way that at
each iteration it yields a different fold of the data to be
held-out for validation while the remaining 9 segments are
used for learning.

Results and Analysis: Our entire research is carried out
using WEKA 3.12 which is widely popular machine
learning software. In the first step the original medical
datasets are subjected to classification using Multilayer
perceptron classifier. In the second step filter based
feature selection techniques are implemented to the
datasets before carrying out classification process. An
extensive series of results are inferred from the
experimental set up. It includes the confusion matrix of
every classification process. Various performance
parameters like Precision, Recall, RMSE, Latency, F-
measure, MCC metric, ROC Area etc are used to evaluate
the efficiency of filter based feature selection methods.
The details regarding various clinical datasets used in our
research are depicted in Table 3 to Table 6.

Cass: O -rECUrren ce-events, recu mence-events
age 10-18, 20-29, 30-35, 4049, 50-55, 50-59, 70-79, BO-89, 50-59
mencpause 140, ges0, premend
tumor-sze 04, 5-8, 10-14, 15-189, 20-24, 25-28, 30-34, 35-39, 40-44,45-38,50-54, 55-59
nv-nodes 0-2, 3-5, 68, §-11 12-14, 15-17, 18-20, 21-23, 24-26, 27-28, 30-32, 33-35 3535
node-caps yes, no
deg-maip 123
breast eft, right
breast-quad weft-up, ft-ow, right-up, rght-low, centra
madat yes, no

Table 4: Diabetes dataset details

Class: tested_positive, tested_negative

Number of times pregnant

Plasma glucose concentration a 2 hours in an oral glucose tolerance test

Diaxtoic blood pressure (mm HE}

Triceps skin fold thickness {mm)

2-Hour serum insulin (mu U/mi}

Body mass index (weight in kg/(heightin m)r2)

Diabetes pedgree function

Age (years)

Table 5: Hepatitis dataset details

Class: DIE, LIVE
AGE 10, 20, 30, 40, 50, 60, 70, 50
SEX make, female
STEROCID no, yes
ANTIVIRALS no,yes
FATIGUE no,yes
MALAISE no, yes
ANCR EXIA no, yes
LIVER BIG no,yes
LIVER FIRM no, yes
SPLEEN PALPABLE no, yes
SPIDERS no, yes
ASCITES no, yes
VAR ICES no, yes
BILIRUBIN 0.38, 0.50, 1.20, 2.00, 3.00, 4.00
ALK PHOSPHATE 33, 80, 120, 160, 200, 250
5GOT 13, 100, 200, 300, 400, 500
ALBUMIN 2.1, 30,38,4.5 50, 6.0
PROTIME 10, 20, 30, 40, 50, 60, 70, BO, S0
HISTOLCGY no, yes
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Table 6: Class distribution of healthcare datasets

Oass Value | MNumber of Instances
Breast Concer

no-reCurence-events 201

recurrence events BS
Digbetes

tested_negtve 500

tested_postve 265
Hepa titis

DE 32

LVE 123

Classification with Original Healthcare Dataset:

FP Rate ec Real F-Measure MCC ROC PRC Area (Class
Area

0.746 0.588 0.750 0746 0.748 0.158 0.e23 0.790 no-
reccurance-
events

0412 0.254 0.407 0412 0409 0.158 0.e23 0.410 reccurence-
events

weighted Avg| 0.647 0.489 0648 0647 0.647 0.158 0.823 0.677

a b <-- dassified as
150 51 | a=no-recurrence-events
50 35 | b=recurrence-events

Fig. 5: Performance evaluation metrics of Breast cancer dataset

TP Rate FP Rate Predision Reall F-Measure MCC ROC PRC Area Class
Area
0832 0.392 0798 0832 0.815 0.445 0.793 0.850 Testwed
negative
0608 0.168 0660 0608 063 0.445 0793 0.667 Tested
positive
Weighted Avg| 0.754 0.314 0750 0754 0.751 0.445 0.793 0.786

a b <-classified as
416 84 | a=tested negative
105 163 | b=tested_positive

Fig. 6: Performance evaluation metrics of Diabetes dataset

FP Rate Precision Rewll F-Measure MCC PRC Area Class
0563 0.138 0514 0563 0.537 0.411 0.823 0.531 DIE
0862 0.438 0.883 0862 0.872 0.411 0.823 0.930 LIVE
Weghed AvE| 0800 0.376 0.807 0800 0.803 0.411 0.823 0.848

a b <-- classified as
18 14| a=DE
17 106 | b=LIVE

Fig. 7: Performance evaluation metrics of Hepatitis dataset

Table 7: Actual Breast cancer dataset results details

Total number of Instances 286
Correctly Classified Instances 185
Incorrectly Classified Instances 101
Classification Accuracy 64.68%
Root Mean Square Error 0.5423
Model Build up time 4.59 sec
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Table 8: Actual Diabetes dataset results details

Total number of Instances 768
Correctly Classified Instances 579
Incorrectly Classified Instances 189
Classification Accuracy 75.39%
Root Mean Square Error 0.4215
Model Build up time 0.97 sec
Table 9: Actual Hepatitis dataset results details
Total number of Instances 155
Correctly Classified Instances 124
Incorrectly Classified Instances 31
Classification Accuracy 80%
Root Mean Square Error 0.4154
0.54 sec

Model Build up time

Classification with Correlation Based Method on Healthcare Dat:

aset:

TP Rate  FP Ratc Dracicion = MCC  ROC
Area

O BEE 0.588 n7A 084z 0808 0.779 0518 D7ag ne-
rarsurencs-
evets

041z 0154 0530 G212 0364 08 0518 D257 TECEUrencs-
EVENLS

Wweghtad Avg | 0717 0.453 0.7 G717 D705 0.273 0.F19 D.662

a b =-classifiedas
170 31 | & =no-recurrepce-g

WEnte

50 35 | b= recurrence-events

Fig. 8: Performance evaluation metrics of Breast Cancer dataset

TPRate FPRate Prodsion Reall PRC Area Claes
| o832 0388 0.300 D831 0.816 0.453 0.805 0.869 T ested
negstive
0B12 0.158 0.6E1 Dbl 0.636 0.453 0.805 0.676 Tasted
gl tive
Wegntsd Avg | p7ss 0311 0752 0755 0.753 0.453 0.809 0.802

a h <-classified as

416 84 | a=tested_negative
104 164 = tested_positive

Fig. 9: Performance evaluation metrics of Diabetes dataset

TPRata FPRate  Predcion Reall

053  0.089 atn 05M 0.613 0.517 0.362 0.6232 DiE
[0311 0406 Q8% 0911 0.503 0.517 0.363 0.556 LIVE
wegked Ave [pasc 0.341 age 0345 0.342 0.517 0.362 0.956

a b <-classified as
19 13 | a=DIE
11 112 | b=LIVE

Fig. 10: Performance evaluation metrics
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Table 10: Breast Cancer dataset results with Correlation method

Total number of Instances 286
Correctly Classified Instances 205
Incorrectly Classified Instances 81
Classification Accuracy 71.67%
Root Mean Square Error 0.4863
Model Build up time 1.96 sec
Table 11: Diabetes dataset results with Correlation method
Total number of Instances 768
Correctly Classified Instances 580
Incorrectly Classified Instances 188
Classification Accuracy 75.52%
Root Mean Square Error 0.4075
Model Build up time 0.62 sec
Table 12: Hepatitis dataset results with Correlation method
Total number of Instances 155
Correctly Classified Instances 131
Incorrectly Classified Instances 24
Classification Accuracy 84.51%
Root Mean Square Error 0.369
0.32 sec

Model Build up time

Classification with Information Gain Based Method on Healthcare Dataset:

D2ee 0.571 o7s2 0866 OE0S

D228 08as

0.797 no
raccurence-

evants
033 0.132 0509 03239 0400 02256 0.636 0.505 reccurence
events
wegitsd Avg | 0.706 0.511 068L 0706 0.685 0226 0.646 0.710
a b <-- classified as
174 27 | a=no-recurrence-events
57 28 | b=recurrence-events

Fig. 11: Performance evaluation metrics of Breast Cancer dataset of Hepatitis

Precson el F-Measure
056 040 Q7T 0.GEZ O.&E25 0472 D.E06 0.568 Tesizg
nesstive
3530 3138 GEDG 0550 DEs 0472 DEOG 0682 Tastzd |
pasitvE
wegnmes AvE (7@ e G762 0767 0% o472 DG 0206

-~ classifiad as

43 69 | a=tested negative
I

110 158

Fig. 12: Performance evaluation metrics of Diabetes dataset

Recall

b = tested_positive

FPRC Area (Class

0500  0.114 0.533 0500 0.516 0.396 0.842 0.567 DIE
0806 0.500 0,872 0B3s 0.879 0.39¢ 0.842 0.94% LIVE
weighed vz [0Roe Q420 arm aReR Al 0.208 Q.R13 o.85
a b < classified as
16 16 | a=DIE
14 109 | b = LIVE

Fig. 13: Performance evaluation metrics of Hepatitis dataset
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Table 13: Breast cancer dataset results with Information Gain method

Total number of Instances 286
Correctly Classified Instances 202
Incorrectly Classified Instances 84
Classification Accuracy 70.62%
Root Mean Square Error 0.4677
Model Build up time 1.97 sec
Table 14: Diabetes dataset results with Information Gain method

Total number of Instances 768
Correctly Classified Instances 589
Incorrectly Classified Instances 179
Classification Accuracy 76.69%
Root Mean Square Error 0.4081
Model Build up time 0.61 sec
Table 15: Hepatitis dataset results with Information Gain method

Total number of Instances 155
Correctly Classified Instances 125
Incorrectly Classified Instances 30
Classification Accuracy 80.64%
Root Mean Square Error 0.3913
Model Build up time 0.29 sec

Classification with Consistency Based Method on Healthcare Dataset:

TP Rate F" Rawe

Prais ion

Reall WMCC  ROC

O:H1E 0736

0271 0.5 0.770 o
reccurante
suants

[T R VET:T ] 0507 ALY DA% 0.273 D5 05k reurence
BYETLS:
welshe ave | 0705 0443 0597 0706  a.701 0273 0546 0.676
a b < dassified as
184 327 | a= no-recurrenca-events
47 38 | b =recurrence-events

Fig. 14: Performance evaluation metrics of Breast Cancer dataset

FP Rate Precision Recall F-Measure
0.866 0.455 0.780 0.866 0.821 0437 0801 0871 Tested
nesstive
0525 0.134 C.685 0.545 0.607 0437 0801 0671 Tastad
positve
weghted Avg| o754 0.343 0.747 0.754 0.746 0437 0.801 0.801
a b <--classified as
433 67 | a=tested_negative
122 146 | b =tested_positive

Fig. 15: Performance evaluation metrics of Diabetes dataset

TP Rate FP Rate Predsion Real FMeasure MCC ROC PRC Area Class
Area
0375 0.089 0522 0375 0436 0.325 0.714 0,407 DIE
0911 0.625 C.248 0911 0.878 0.325 0.714 0.902 LIVE
weighted Avz | 0.800 0.514 0781 0800 0.787 0.325 0.714 0.800

a b

<-- classified as

12 20 | a=DIE

11 11

2 | b=LIVE

Fig. 16: Performance evaluation metrics of Hepatitis dataset
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Table 16: Breast cancer dataset results with Consistency method

Total number of Instances

286

Correctly Classified Instances 202
Incorrectly Classified Instances 84
Classification Accuracy 70.62%
Root Mean Square Error 0.5047
Model Build up time 3.28 sec
Table 17: Diabetes dataset results with Consistency method

Total number of Instances 768
Correctly Classified Instances 579
Incorrectly Classified Instances 189
Classification Accuracy 75.39%
Root Mean Square Error 0.4146
Model Build up time 0.6 sec
Table 18: Hepatitis dataset results with Consistency method

Total number of Instances 155
Correctly Classified Instances 124
Incorrectly Classified Instances 31
Classification Accuracy 80%
Root Mean Square Error 0.4264
Model Build up time 0.35 sec

Classification Accuracy(%) analysis with Filter
methods

80 =l 1 - i

70 | = == |

ool i ! i

50 | 1 3 |  Actual dataset

e - ¥ : CFS method

30 | i i :

20 | 1 | ® InfoGain method
10 | | m Consistency method
0 = 7 ]

o

Breast Cancer
Diabetes

He patitis

Fig. 17: Classification Accuracy analysis with Filter based methods on Healthcare datasets

Latency(in sec) analysis with Filter methods
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Fig. 18: Latency Accuracy analysis with Filter based methods on Healthcare datasets
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RMSE analysis with filter methods

Breast Cancer

B Actual datasat
CFS method
® InfaGain methad

m Consistency method

He patitis

Fig. 19: RMSE metric analysis with Filter based methods on Healthcare datasets

F-measure analysis with Filter methods
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CF5S method
u InfoGain method

m Consiste ncy method

He patitis

Fig. 20: F-measure metric analysis with Filter based methods on Healthcare datasets

As per the observation from the graphs it is clearly
visible that the overall effectiveness of disease risk
prediction gets highly optimized and precise when
classification is done with filter based feature selection
methods. Rather classification with Correlation based
feature selection yields an optimal performance in
classification process in terms of classification accuracy,
Latency, Root mean square error and F-measure metrics.
The overall accuracy is optimum while the error rate is the
least with Correlation based filter technique. The delay in
disease risk prediction is very low in Correlation based
filter technique thereby facilitating for real time
applications. The F-measure value is also maximized if
classification is undertaken with Correlation based filter
technique.

CONCLUSION
Healthcare information systems comprise heaps of

unstructured data records. Machine learning algorithms
embedded with filter based attribute optimization methods

helps to analyze and process such massive and noisy
data efficiently. In our research, a comparative detailed
analysis was carried out on the basis of three vital filter
based feature selection algorithms to predict the risks of
various diseases while their performance was computed
by using Multilayer Perceptron classifier. The results were
evaluated based on different performance measures. It
was observed that using filter based techniques enhance
the overall accuracy of classification in healthcare sector.
Among the feature ranking methods Correlation based
feature selection method outperforms other techniques in
accurately predicting a disease risks when evaluated with
various performance metrics. Thus our study asserted
that filter based attribute optimization methods improve
the performance of learning algorithms and more
importantly Correlation based method can successfully
act as a guide to healthcare experts in identifying disease
risks. The results of this study can be successfully
employed in the prediction and diagnosis of disease risks
in medical research. As a future work, a study will be
planned to investigate the impact of multi dimensional
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attributes of medical datasets in the performance of
feature selection methods and classification accuracy.
Besides a hybrid filter based meta-variable selection
model can be developed in future.
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