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Abstract: This paper is pertains to heuristic technique which obtain an optimal or near optimal scheduling of
job for tree-machine flow-shop scheduling problem where in trans-plantation from one machine to another

machine 1s taken mto account.
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INTRODUCTION

In a general "i-Tob, 3machine”, I= 1,...# flow-shop
scheduling theory is that the moving time for a Job from
one machine to the other machines in the processing
course of Jobs is ignored. Tn this paper we consider there
are practical situations when creation times are required
by Tobs for their transplantation from one machine to the
other machines.

This situation can be considered when the machines
on which Jobs are to be processed are planted at different
places and these Jobs require forms of loading—time of
Jobs and then unloading-time of Jobs. Consider flow-
shop consisting of i-Jobs and three machines A, B, C. All
Jobs are to be processed on these machines according to
the order A, B, C. Each Job can be processed at a time on
one machine and each machine can process only one Job
at a time. Associated with each i-Job are processing times
t,, on machines X = A, B, C and they are known prior to
making scheduling decisions.

One of the earliest results m flow-shop scheduling
theory 1s an algorithm given by Johnson [1] for
scheduling Jobs in a two machine flow-shop to mimmize
the time at which all Jobs are completed. In this model an
ordering of Jobs found time at which all Job processed by
first machine and then by second and third machine in the
prescribed order. This flow-shop problem due to JTohnson
can be described in the following manner. Consider a set
I =1,..,nof i-Jobs where Job-i is defined by processing
time A, > 0, B, > 0, C» 0 on machine A, B and C
respectively. Hach i-Job must complete on machine A
before processing on machine B or C. The objective is to
Schedule the Jobs on the machine in order that the
maximum Job completion time 18 mimmized.

Main Results
In this Section I Want to Prove the Basic Theorem as
Follow As:

Theorem 3.1: Consider flow-shop consisting of n-Jobs
and three machines A, B, C. All Jobs are to be processed
on these machines according to the order A, B, C each
Tob can be processed at a time on one machine and each
machine can process only one Job at a time. Associated
with each Job I are processing times f, on machines
x=A, B, C and they are known prior to making scheduling
decisions.

Proof: Let t and g, be the transportation times of Job I
from machines A to B and B to C, respectively. Let the
following structural relationship hold:

Min{t,,+1} = Max{t, + 1}

Then optimal schedule minimizing the total elapsed
time 1s given by the following rule. Then optimal schedule
mimmizing the total elapsed tune 15 given by the following
rule. Job i precedes Job 1+1, 1f.

Mzn (t:}l +tx+t:B+gﬂt +tz+13+g:+1+t1+13)<

i+l

Mzn (tH-lA + ti+1 + IH-IB + g}+1’t1 + tiB + g: + IJB)

To prove above theorem, we first prove the following
lemma. Let

Min (£, +t)=Max(t,+1)
Then
VU 2F,
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Here, under assumptions of Theorem 3.1, T consider
the problem for p=2.3,...n
Let statement P(g) for an arbitrary numbers g be
defined as
Fo VaatU

g g+l 2YqB

Now for any arbitrary natural number q

Y,=U,

Ve=U,+U+Ugs

La+U,=U,+U, =0,
We have

V,+U, 2V,

Hence p(g) is true for g = 1. Let statement p(g) be true
forg=mie

Yy +U =

m+1l4 m+l T TmB

Now

Vg =Max(¥,,  + U, Vo) + U,

=Laat (Um+1 + Um+13)

}Im+2A + Um+2 :YM+1A + (Um+2A + Um+2)'

Now
Um+2A + Um+2 2 Um+1 + UM+1B
Hence
‘Ym+2A + Um+2 2 ‘YMHB

Therefore, statement FP(g) 1s true for g = m+l1.
Hence statement P(g) 1s true by nduction hypothesis for
every value of q.

Notel: If Minit, +1}) = Max{t + ¢}, then we can easily
prove on the similar line as above

We now proceed to the proof of theorem.
Comnsider the Job-schedules S and §', defined by

S=(sdyse s i disdiiis Frogorees Jo)
S = (s Fore o Tirs Joo Tt Jovaoeos Jo)

Let U, denote the precessing and completion time
of ¢gth Job on machine X inthe schedule S Similarly
Let U, ¥’ denote the processing and completion
respectively. Similarly, let /), and ¥, denote the
transportation times of Pth Job in the schedule S' from
machines A to B and B to C, respectively.
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g :Max(YpB + Up,Yp,lg)Jr Us
= YPA + Up + UPB

Also, it 18 obvious that

Vo =Max(Y,, +V,.T, )+U,.
:Max(YpAJrUPJrUPB +Vp°Yp—1C’)+UPC @

Now schedule S is preferable to S, if
<Fe (2)

Max(Y ,+U +U +V  F )+ U . <
Max(¥, +U' + U+ V. ¥, J+ U

Now
Y ,+U +U +V =U, +U +U  +V)
Ue = U:ac
Therefore equation (2) 1s true, if

KQ—IC’ = }IP;—IC’ (3)

Continuing in the same manner, one can get

Yo 5Yio, p=i+2i+3..,n
TS W (4)
Now we calculate the values of, as ¥ ¥’ follows

i

T :Max(K+13 + V:'+1=Y:c)+ Uie=

Max(Max(Y,,, +U, . Y)+ U, +V, .Y+ UL o =

i+127i8

Max(Y, ,+U  +U, . +V

i+l i+lB i+l?

Y;c)+ Usic

Max(¥, ,+U,  +U, +V

i+l i+l

Max(¥s +V, F )+ U )+ U o=

V. o=Max(¥, +U,  +V, +U

+1C i+l4 i+l i+1B*

KB + V: + U:C’ +K71C‘ + U:C’)+ Ui+IC

=Max(¥,, ,+U, +V, +U,

i+l i+18*
Moax(Y, + U, ¥ _ )+ Uy +V + U,
Vo) +Ugd+ U,

i+l

=Max(¥, +U.  +V,  +U,

i+l i+l i+182

Y:A + Ui + {]:B + V: + U:C”K*lc + U:C’) + {]4‘4-10
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=Max(Y_ AU+ U+ U AV U F
Uioo Xy YU+ U+ U +V 4+ U+ U,
I/vi—lC’ + {ch’ + UE+IC)'
Similarly We Have:
i — f f f T f i
Voo =Max(Y. , + U, + UL, + UL V], + UL,
T f f r r 1 T f
+Ui+lC”KF—1A + UiA + Uf + UiB +K + UiC + []HIC’
r 1 f
I/vi—lC’ + {ch’ + UHIC’)
Now comparing S and S one can easily have:
_
Yo.=%.,
ot
Yo=Y
T _ _ T T
[]ix - []Hl - tx'x’Us M _IPV; + V;H =&
— r_ — —
U:+17. - U:‘X - Ii+1}{’ Uvﬂ-l - UU. - ri+1’
f
VHI = V = ng

Hence Using above in (4) Gives

Max(Y_ j+t,+ T80+ 8 s et i

Myttt g bttt oY oo+, D)<

Max(F_,+t, ,+t,+1+g +1+1,

+t T &t Thie

i+l

+1

i+1E +7

I/ifIA +r:+1A ic'e

Y*lC’

+ ri+1C’ + IiC)

1, +

i+14 +1

Max(Y_ , +1,+ Lot 8 th 10

+1EB
Yo+ttt +t,+g +1.)<

Max(¥,_, +1
K*l}l + ri+1}1

RELVR A At R e R

+ 8ot Ths)

+14

+ ri+1 + Ii+13

Subtract this on Beth the Side:

Y o+t 41+t +t

1+1

+1;
+t1+lB + ga + ng + rxG + rHlC'

Max(—t —g, —tz —te -ty Ly tas— &)<
Max(—t - g —tag Loty —t—1;—g)
Min(t, + g +t+10.0 ,+ L, T+ 8..)<
Min(t v+ g tigs ety tE+E+8)

Min(t, +t +t,+g.t, T T80+ ,-)<

Min(tHlA + ri+1 + t1+lB + g:+l’tx + t:B + g: + er)'
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Note 2: Now if the structural relationship in the theorem
instead 1s taken as

Min(g +t.)=Max(t,+1.)
Then also the theorem can be shown to hold good.

Decomposition Algorithm: The utility of above theorem
can be summarized into following steps to give us
decomposition algorithm that 1s numerical method to
obtain optimal schedule mimmizing total elapsed time
for a *3-machine , n-Job' sequencing problem where in
transportation times are taken into account . Let the given
*3—machine, n-Tob'.

Sequencing problem satisfying a given structural
relationship be stated in the tableau form as follows:

Job machine A 1 machine B & machine C
1 A 4 B &1 G
2 Ay Iy By £ G
3 As Iz B £ G
N An 5 By & G

Where 4, B, C, denote the processing times of
i-Job on machines 4,8,C, and # and g Denotes the
transportation times of Job 7 from machines A to Band B
to C, respectively satisfying the structural relationship.

min(4, + 1) = max(B, + 1)
or

Min(C,+ g) = Max(B, + g,)

The rule to obtain optimal schedule mmimizing the
total elapsed time 1s decomposed mto following steps:

Step 1: Convert the given problem into two machine
problem.

TLet G and H be the fictitious machines with the
respective processing times G ;and H | defined by

G=A4A+t+B+g
H’.I'zt.I'+Bi+gi+CI

Step 2: Find the optimal sequence due to Johnson's
[1954] procedure.

Step 3: Optimal sequence obtained in step 2 gives the
required optimal sequence for the given problem.
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Particular Case: If we set t= 0, g= 0 in the theorem, an
alternate proof of the algorithm due to Johnson's [1954]
discussed in 1.2 Chapter 1 becomes evident.

Numerical Example: Consider the following™ 3- machine,
5-Tob, sequencing flow-shop problem in the tableau form
be given as.

Tableau Form as Follows:

Job machine A 1, machine B z machine C
1 8 5 2 8 9
2 10 4 5 4 8
3 4 6 3 2 7
4 9 3 6 5 8
5 5 7 3 8 11

Where t; is the transportation time of Job i from
machine A to B and A and Bi are the processing times of
Job 7 on machines A and B respectively. Solution As per
step 1, let G and H is fictitious machines representing
respectively. Then reduced problem as per step 2 is the
tableau form 15 as follows.

Job machine G machine H
G=A~+t+B+g H=t+B+g+C

1 20 21

2 23 19

3 15 18

4 23 22

5 23 29

Now using Johnson's (1954) procedure for the above
reduced problem, the optimal sequence is (3, 1, 5, 4 and 2).

As per step (3) now this S 1s also optunal for our
problem. If T(S) denotes total elapsed time for the
schedule 5 then T(S) 1s calculated as n the following
Tableau:

Tabular

Job  machine (A) 2 machine (B) & machine (C)

i in-out in-out in-out

3 0.4 6 10-13 2 15-22

1 4-12 5 17-19 5 24-33

5 12-17 7 24-27 8 3047

4 17-26 3 29-35 5 47-55

2 26-36 4 40-45 4 55-61 (T =61)
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CONCLUSION

Hence (3, 1, 5, 4, 2) 18 obviously optimal as per our
algorithm's claim.
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