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Abstract: The nitty-gritty of this paper is to estimating the mean of the number of persons possessing a rare
sensitive attribute based on randomization device by utilizing the Poisson  distribution  in  survey  sampling.
It is shown that the proposed model is more efficient than existing estimators when the proportion of persons
possessing a rare unrelated attribute is known. Properties of the proposed randomized response model have
been studied along with recommendations. Numerical illustrations and graphs are also given in support of the
present study.
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INTRODUCTION [22] provided theoretical framework for a modification

The growth of the internet makes it easy to perform method consisted in modifying the randomization device
data collection on a large scale. However, accompanying where the second outcome “I do not possess the
such benefits are concerns about information privacy. character A” was replaced by the outcome “I possess the
Because of these concerns, some people might decide to character Y”where “Y” was unrelated to character “A”.
give false information in fear of privacy problem, or they This modified model is now known as ‘unrelated question
might simply refuse to divulge any information at all. model, or U- model’. 
Data-analysis and knowledge-discovery tools using these In this paper we consider the problem where the
data might therefore produce results with low accuracy or, number of persons possessing a rare sensitive attribute is
even worse, produce false knowledge. Some people might very small and huge sample size is required to estimate
be willing to selectively divulge information if they can this number. The capacity of our communication systems
get benefit in return. Examples of the benefit provided is increasing rapidly; so it should soon be possible to
include discount of purchase, useful recommendations conduct such large randomized response surveys over
and information filtering. However, a significant number the internet, by telephone, etc. We have discussed the
of people are not willing to divulge their information situation when, the proportion of persons possessing a
because of privacy concerns. [1] suggested an ingenious rare unrelated attributes is known in sectionsii. Properties
method of collecting information on sensitive characters. of the proposed randomized response model have been
According to the method, for estimating the population studied along with recommendations. Efficiency
proportion  possessing the sensitive character “A”, a comparison is worked out to investigate the performance
simple random with replacement sample of n persons is of the suggested procedures. Numerical studies and
drawn from the population. Each interviewee in the sample graphical representations are worked out to demonstrate
is furnished an identical randomization device where the the superiority of the suggested model.
outcome “I possess character A” occurs with probability
P while its complement “I do not possess character A” Estimation of a Rare Sensitive Attribute in Sampling-
occurs with probability (1-P). The respondent answers Known Rare Unrelated Attributes: Let  be the true
“Yes” if the outcome of the randomization device tallies proportion of the rare sensitive attribute A  in the
with his actual status otherwise he answers “No”. Some population . For example, the proportion of AIDS/ HIV
modifications in the model has been suggested in [2-32]. patients who continue having affairs with strangers; the

to the Warner’s model proposed by [7]. The proposed
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proportion of persons who have witnessed a murder; the Taking natural logarithm on both sides of (2) we have
proportion of persons who are told by the doctors that
they will not survive long due to a ghastly disease.
Consider selecting a large sample of n persons from the
population such that as n  and  0 then n  =1 1 1

(finite). Let  be the true proportion of the population2

having the rare unrelated attribute A  such that as n2

and  0 then  (finite and known). For example, 2 1 2 2

might be the proportion of persons who are born exactly
at 12:00 o’clock; the proportion of babies born blind.

In the proposed procedure, a sample of size n is
selected by simple random sampling with replacement
from the population. In the first stage of the survey
interview, an individual respondent in the sample is
instructed to use the randomization device R  which1

consists of a rare sensitive question (A ) card with1

probability P  and a non-sensitive question (A ) card with1 2

probability 1-P . The respondent in the sample is free to1

answer the randomization question in terms of “Yes” and
“No” either by using randomization device R  or without1

using it.The respondent should answer the question with
a “Yes” or a “No” without reporting which question card
he or she has in order to protect the respondent’s privacy.
Under the supposition that the “Yes” and “No” reports
are made truthfully and T and P are set by the
investigator, the probability of a “Yes” answer for this
procedure is:

(1)

Note  that  both  attributes  A   and  A  are very rare1 2

in  population.  As  before,  assuming that, as n  and
 0 such that N  =  (finite),0 0 0

i.e.

]

where

Let y ,y , ..., y  be a random sample of n observations1 2 n

from   the  Poisson    distribution    with  parameter .0

The likelihood function of the random sample of n
observations is given by

(2)

On putting 

The maximum-likelihood estimator of  is given by1

Thus, we have the following theorem.

Theorem 2.1: The estimator  is an unbiased estimator

of the parameter .

Proof: Since y~ P( ), that is, y  follows a Poissoni 0 i

distribution with parameter , we have

which proves the theorem.

Theorem 2.2: The variance of the estimator  is given by

Proof: Since y~ P( ), that is, y  follows a Poissoni 0 i

distribution with parameter , we have

Hence the theorem.
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Table 1: The percent relative efficiency of the proposed estimator  with respect to the estimator 

P
--------------------------------------------------------------------------------------------------------------------------

T 0.4 0.45 0.5 0.55 0.61 2

0.50 0.50 0.60 361.00 300.44 256.00 222.28 196.00
0.48 0.52 0.60 371.62 308.56 262.30 227.21 199.87
0.46 0.54 0.60 382.70 317.05 268.91 232.40 203.96
0.44 0.56 0.60 394.27 325.95 275.86 237.88 208.29
0.42 0.58 0.60 406.36 335.29 283.19 243.68 212.89
0.40 0.60 0.60 419.02 345.11 290.91 249.81 217.78
0.38 0.62 0.60 432.28 355.42 299.07 256.32 222.98
0.36 0.64 0.60 446.18 366.29 307.69 263.23 228.54
0.34 0.66 0.80 680.47 537.95 435.48 359.26 300.96
0.32 0.68 0.80 714.27 563.46 455.06 374.43 312.76
0.30 0.70 0.80 751.03 591.29 476.47 391.07 325.76
0.28 0.72 0.80 791.15 621.76 500.00 409.43 340.14
0.26 0.74 0.80 835.11 655.27 525.97 429.77 356.13
0.24 0.76 0.80 883.49 692.30 554.79 452.44 374.04
0.22 0.78 0.80 936.99 733.43 586.96 477.85 394.22
0.20 0.80 0.80 996.47 779.38 623.08 506.55 417.13

Fig. 1: The percent relative efficiency of the proposed
estimator

Theorem 2.3: An unbiased estimator of the variance of
the estimator  is

(3)

Proof: Taking expectation of both sides of (3), we have

which proves the theorem.

Relative Efficiency: The percent relative efficiency of the
proposed estimator  with respect to the estimator  is

given by

(4)

where
 with n  =  and n  = .1 1 2 2

From Equation (4), it is clear that the percent relative
efficiency of the proposed estimator is free from the
sample size n. To look at the magnitude of the percent
relative efficiency, we choose P from 0.4 to 0.6 and T = 0.6,
0.8 and compute the percent relative efficiency using the
formula (4) and findings are shown in Table 1. Table-1
exhibits that the percent efficiency is greater than 100
which follows that the proposed procedure is better.
Substantial gain in efficiency is observed when P is very
small. This fact is also depicted in Fig. 1.

CONCLUSION

This paper premeditated the problem where the
number of persons possessing a rare sensitive attribute is
very small and huge sample size is required to estimate.
We have discussed the situation when the proportion of
persons possessing a rare unrelated attributes is known.
Properties of the proposed randomized response model
have been studied along with recommendations.
Efficiency  comparison  is  worked  out  to  investigate  the
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performance of the suggested procedures. It is interesting 12. Mahajan, P.K., P. Sharma and R.K. Gupta, 2007.
to mention that the proposed procedure is superior to the
one recently envisaged estimator.
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