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Abstract: This article focuses on providing the correct expression for the variance of a recent estimator and
suggesting its further improvement. An estimator of the population mean of a sensitive variable is suggested
by extending a recently proposed additive scrambling technique. The proposed estimator is developed using
simple random sampling with replacement and requires obtaining two responses from each respondent. It is
actually a generalized additive model and provides privacy protection. The proposed estimator is relatively more
efficient than some of the recent scrambling techniques. 
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INTRODUCTION The RRTs are based on the idea of scrambling the

Sensitive or incriminating behaviors are often anonymity to the respondents. The key feature of RRT is
encountered in social surveys. Before collecting the data that reported scrambled responses cannot be traced back
on these sensitive behaviors, Social Desirability Bias to the true response (of a given respondent) on sensitive
(SDB) needs to be considered. SDB is a bias which creeps variable. While applying RRT, respondents are asked to
into the estimators due to the falsified reporting by the randomize or scramble their responses to a sensitive
respondents. Respondents falsify their answers because question. The responses are obtained on the premise of
they desire to show that they have the socially desirable chance. Recent RRTs can be classified as qualitative and
behavior. To cope with the issue of SDB, several methods quantitative RRTs. In this study, we focus on the
have been developed in literature. These techniques quantitative RRTs using additive scrambling.
include the Item Count Technique (Droitcour et al. [1], Warner [11] introduced the idea of additive
Hussain et al. [2]), the Three card method (Droitcour, et scrambling in quantitative RRTs. It was further studied by
al. [3], Droitcour and Larson [4]), the Nominative Himmelfarb and Edgell [11]. Many authors have
technique (Miller [5]), the Randomized Response advocated the use of additive scrambling due to ease in
Technique (Warner, [6]) and many others. its practical applications and efficiency (cf. Gjestevang

Sensitive behaviors are often dealt in social surveys. and Singh [13], Gupta et al. [14], Huang [15, 16], etc). In
The Randomized Response Techniques are frequently this study, we plan to enhance the Warner [11] additive
applied in surveys about sensitive behaviors. The scrambling RRT using the idea of obtaining two
applications   of  RRT  can  be  found   in  many  studies responses from each respondent. Similar idea has been
(cf. Liu & Chow [7]), Reinmuth & Geurts [8], Geurts [9], used by Hussain and Khan [17] but the expression for the
Larkins et al. [10]). Although these techniques have been variance of their proposed estimator is incorrect. The
applied successfully in social surveys their applications reason for choosing the Warner [11] RRT is twofold.
may be found in other fields of research like business, Firstly, we plan to give the correct expression for variance
marketing, education, psychology, criminology, medicine of Hussain and Khan [17] mean estimator. Secondly, we
ans public health, etc. plan  to further improve the Warner [11] and Hussain and

response and thereby providing complete privacy and
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Khan [17]  models.  Another  reason  for choosing (3)
Warner [11] model lies in its easy application to real life
problem.

Problem: Let we have a population  of N the variance due to the use of scrambling variable. 
individuals and a simple random sample  of
size n is drawn from U with replacement. Let

 is unknown set of values on the sensitive
variable X with unknown mean  and variance

. The interest of study lies in the estimation of

µ . Application of a scrambling/randomized responseX

model inflates the variance of the estimator. A part of the
variance is attributed to use of scrambling variable. Our
problem, here, is to reduce the variance due to using
scrambling variable. 

MATERIALS AND METHODS

Let  Y  be  the  scrambling   variable   with  known
(or unknown) distribution , known mean

  and  known  variance .

We will obtain two responses from each
respondent. Additive and subtractive scrambling will be
used to obtain the two set of responses. The respondents
will be selected using simple random sampling with
replacement. Performance of the proposed estimator will
be measured through relative efficiency.

We now present a brief description of Warner [11]
and Hussain and Khan [17] scrambling models. 

Warner (1971) Additive Model: The Warner [11] additive
scrambling model may be explained as follows. Assuming
a simple random sampling with replacement a sample of
size n is drawn. Each respondent in the sample is provided
a randomization device which randomly produces values
of scrambling variable having known distribution f(Y) with
known mean µ  and variance  The i 2respondent isY

th

requested to generate a random value Y  using thei

randomization device and add it to his/her true response
X . Let Z  be the reported response of the i  respondenti i

th

then it can be written as 

(1)

Warner [11] suggested an unbiased estimator of the
mean µ  as given by X

(2)

with variance given by

The second term in the above equation represents

Hussain and Khan (2013) Model: Motivated by Gupta
and Shabbir [18], Christofides [19], Hussain et al. [20] and
Lee et al. [21], Hussain and Khan [17] proposed the
following model. The i  respondent is asked to draw twoth

different random numbers Y  and Y  from f(Y) with µ  = 01 2 Y

and report the two responses  and .
The expected responses from the i  respondent may beth

written as  and .
Hussain and Khan [17] proposed the following estimator

(4)

Hussain and Khan [17] derived the ,

incorrectly, as , whereas the correct

expression for  is given by:

(5)

Hussain and Khan [17] mentioned that  is the

minimum variance unbiased estimator (MVUE) but
actually it is not a MVUE, though, relatively more efficient
than Warner [11]. 

Proposed Model: The i  respondent is asked to draw 2Gth

(where G is a positive integer) random numbers
 from f(Y) and report the two responses  and 

as

(6)

The expected responses from the i  respondent mayth

be written as

(7)
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From (7), we define two unbiased moment estimators (15)
of µ  as X

(8)

(9)

Now, we find the variances of the estimators defined
in (8) and (9).

By definition,

(10)

Now,

(11)

On substituting (11) in (10) we get variance of the
estimator  as given below

(12)

Similarly, the variance of the estimator  can be
calculated to be as given in expression (12). So, we can
write that . Taking the advantage of equal
variances and utilizing the full information we define a
new estimator of  as

(13)

Its variance is given by

It is straight forward to verify that the optimum value
of . Hence the optimum estimator is given by

(14)

with optimum variance given by

The covariance of and is calculated as 

(16)

since . Now, the covariance of and

is given by

(17)

Substituting (17) in (16), we get 

(18)

Now using (17) in (15), we get the variance of the
weighted estimator , given by

(19)

Relative Efficiency Comparison:

(I) versus

The proposed estimator  will be relatively more
efficient than the Warner [11] estimator  if and only if
The relative efficiency  of the proposed estimator
relative to is given by 

.

Using (3) and (19) in the above inequality, we get

which is always true.

(ii)  versus 
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The proposed estimator  will be relatively more 2. Hussain, Z., E.A. Shah and J. Shabbir, 2012. An
efficient than Hussain and Khan [17] estimator  if
and only if

.

Again, using (5) and (19), we get

or

G >1, 

which is always true since in our proposed model we set
G >1. 

Remark: It is interesting to note that for G = 1, the
proposed scrambling model reduces to Hussain and Khan
[17] model. Thus, the proposed scrambling model is a
generalization of Hussain and Khan [17] model. Moreover,
the proposed scrambling model is more protective
compared to Hussain and Khan [17] model in that the
respondents are asked to report scrambled response
using average of the G random numbers. If the proposed
scrambling model is applied such that the i  respondentth

is asked to report his/her j  (j = 1,2)response withoutth

disclosing their identity then it will help reducing the
evasive answering. 

Summary: With the motivation of improving the Hussain
and Khan [17] scrambling model a generalized additive
scrambling model has been suggested. Further, a correct
expression for the variance of Hussain and Khan [17]
estimator has been provided. It has been shown that the
proposed generalized scrambling model is relatively more
efficient than the Warner [11] and Hussain and Khan [17]
models.

It is  anticipated  that  the  proposed  scrambled
model is easier to apply in the field surveys.  Therefore,
we suggest using the proposed scrambling model in
collecting the data on sensitive variables.
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