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Abstract: In this paper, we present an algorithm called the Reduced Differential Transform Method (RDTM)
to obtain approximate solutions for the Fitzhugh-Nagumo (FN) equation, Ito equation and find an exact solution
to nonlinear PDE. The numerical results show that this method is a powerful tool for solving nonlinear PDEs
and the results show that the method reduces the numerical calculations. Also, the approximate solutions we
present in this paper reveals that the proposed method is very effective, simple and can be applied to other
nonlinear partial differential equations (NLPDEs) models in the area of Biology, population genetics, Physics
and Engineering. 
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 Fitzhugh-Nagumo (FN) equation  Ito equation

INTRODUCTION proposed method. Moreover, Keskin and Oturanc showed

Nonlinear partial differential equations are widely solutions is less than the one used by the DTM and other
used to describe many important phenomena and dynamic well-known methods in the field. Also, S. M. Sayed  and
processes in physics, mechanics, chemistry, biology, etc. G. M. Gharib, [6] used the Sine-Cosine Method to solve
The study of nonlinear partial differential equations plays the FN equation. In addition, M. Rawashdeh, [12] used
an important role in  physical   sciences   and   engineering the RDTM to find exact and approximate solution for
fields. The investigation of exact solutions of nonlinear Gardner equation, Variant Nonlinear Water Wave
PDEs plays an important role in the study of nonlinear equation (VNWW) and the Fifth-Order Korteweg-de Vries
physical phenomena. Many methods, exact, approximate (FKdV) equation. Finally, Ibis and Bayram [11] used the
and purely numerical are available in literature for the RDTM to find approximate solutions for the (KdVB)
solution of nonlinear partial differential equations. equation, Drinefel'd-Sokolov-Wilson equations, coupled

The RDTM was first introduced by a Turkish Burgers equations and modified Boussinesq equation.
Mathematician, Y. Keskin in his Ph.D. [1-3]. This method The standard form of the Fitzhugh-Nagumo equation [9]
based on the use of the traditional DTM techniques. is given by , where is a constant.
Usually, a few numbers of iteration needed of the series
solution  for  numerical   purposes   to   get  high
accuracy.

The RDTM has been used by many authors to obtain
analytical and approximate solutions to nonlinear wave
equations. Keskin and Oturanc, [1-3] used the RDTM to
solve linear and nonlinear wave equations and they
showed the effectiveness and the accuracy of the

that the number of iterations it takes to get an approximate

Note that when a = -1 , the FN equation becomes the
Newell-Whitehead (NW) equation which is an important
nonlinear reaction-diffusion equation and usually is used
to model the transmission of nerve impulse, also used in
circuit theory, biology and the area of population genetics
as mathematical models. In this paper, we were being able
to find approximate and exact solutions for the following
NLPDEs:
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First, the Fitzhugh-Nagumo (FN) equation: From the definitions of the DTM, the function can be

(1.1)

subject to the initial conditions

(1.2)

Second, the Ito equation:

(1.3)

subject to the initial condition

(1.4)

Third, consider the nonlinear PDE:

(1.5)

subject to the initial condition

(1.6)

The aim of our study is to be able to use the RDTM
as an alternative method to the existing methods in
solving different types of nonlinear partial differential
equations (NLPDEs). Many authors used different
methods to solve the NLPDEs mentioned above, to name
few: The DTM, ADM, VIM, Tanh-Coth method and
Sine-Cosine method. 

The rest of this paper is organized as follows: In
Section 2, the RDTM is introduced. Section 3 is devoted
to apply the method to the PDEs mentioned above and
present tables to show the effectiveness of the RDTM for
some values of and . Section 4 is for discussion and
conclusion of this paper.

The Reduced Differential Transform  Method  (RDTM):
In this section, we will give the methodology of the
RDTM. So let's start with a function of two variables u(x,t)
which is analytic and k-times continuously differentiable
with respect to time t and space x in the domain of our
interest. Assume we can represent this function as a
product of two single-variable functions u(x,t)= f(x).g(t) .

represented as 

(2.1)

where U (x) is  the  transformed  function  of  which  cank

be defined as:

(2.2)

From equations (2.1) and (2.2) we can deduce 

(2.3)

Some basic operations of the reduced differential
transformation obtained from equations (2.1) and (2.2) are
given in the table below:

Now, we illustrate the RDTM by using the
Newell-Whitehead (NW) equation in standard form

(2.4)

with initial conditions

(2.5)

where,  and N = u  are the linear3

operators that have partial derivatives.
Using the RDTM formulas in Table 1, we can find the

following recursive relation:

(2.6)

where,  and  are the transformations

of ,  and  respectively.
Now from equation (2.5), we can write the initial

condition as:

(2.7)
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Table 1: Basic operations of the RDTM [1, 2, 3]
Functional Form Transformed form

u(x,t)

To find all other iterations, we first substitute equation
(2.7) into equation (2.6) and then we find the values of
U (x). Finally, we apply the inverse transformation to allk

the values  to obtain the approximate solution:

(2.8)

where n is the number of iterations we need to find the
intended approximate solution. 

Hence, the exact solution of our problem is given by
.

Applications: In this section, we apply the RDTM to three
numerical examples and then compare our approximate
solutions to the exact solutions. 

Examples: In this section, we present three examples to
show the efficiency of the RDTM.

Example 3.1.1: Consider the Fitzhugh-Nagumo (FN)
equation:

, where a is a constant. It is worth

mentioning that this equation has an exact solution given
by .

Case 1: (a=-1) This is called the Newell-Whitehead (NW)
equation which is given by

(3.1)

subject to the initial conditions

(3.2)
where the exact solution is 

(3.3)

Applying the RDTM to (3.1) and (3.2), we obtain the
recursive relation

(3.4)

where the U (x), is the transform function of thek

dimensional spectrum. Note that 

(3.5)

Now, substitute Eq. (3.5) into Eq. (3.4) to obtain the
following:

(3.6)
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Fig. 1: The approximate, exact solutions and absolute error respectively for example 3.1.1 ( ) when -5< x <5 and 0< t <0.01.

Fig. 2: The approximate, exact solutions and absolute error respectively for example 3.1.1 ( ) when -5< x <5 and 0< t <0.01.

We continue in this manner and after the fifth
iteration, the differential inverse transform of

will provide us with the following approximate

solution:

Case 2: (a = 1 ) Now the Fitzhugh-Nagumo (FN) equation
becomes

(3.7)

subject to the conditions

(3.8)

where the exact solution is 

(3.9)

Applying the RDTM to (3.7) and (3.8), we obtain the
recursive relation

(3.10)

where U (x) the, is the transform function of thek

dimensional spectrum. Note that 

(3.11)

Now, substitute Eq. (3.11) into Eq. (3.10) to obtain the
following:

(3.12)

We continue in this manner and after the fifth
iteration, the differential inverse transform of

will  provide  us  with  the  following  approximate
solution:
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Fig.  3: The approximate, exact solutions and absolute error respectively for example 3.1.2 ( ) when -5< x <5 and 0< t <0.01.

Example 3.1.2: 
We consider the Ito equation

(3.13)

subject to the initial condition

(3.14)

where the exact solution

(3.15)

Now, we apply the RDTM to Eq. (3.13) and Eq. (3.14)
we get

(3.16)

where  the   U (x),   is   the   transform   function   of    thek

t-dimensional  spectrum.  Note  that when µ = -0.01, then

(3.17)

Now, substitute Eq. (3.17) into Eq. (3.16) to obtain the
following:

So after the third iteration, the differential inverse
transform of  will give the following approximate

solution:

.

Note this will converge to the exact solution. 

Example 3.1.3:

We consider the nonlinear PDE

(3.18)

subject to the condition

(3.19)

where the exact solution

(3.20)
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Applying the RDTM to (3.13) and (3.14), we obtain
the recursive relation

(3.21)

Now for k 1 we obtain

Thus,

This is an exact solution of Eq. (3.13).

Tables of Numerical Calculations: We employed the
RDTM successfully to three applications. The RDTM
showed it is accurate and efficient method. Tables {2, 3,4}
show the exact solution, the approximate solution and the
absolute error obtained by the RDTM for different values
of x and t.

Table 2: Comparison of the absolute error of the solution for the
Newell-Whitehead  equation,  by  RDTM  for different values of
x and t

Table 3: Comparison of the absolute error of the solution for the
Fitzhugh-Nagumo equation , by RDTM for different values of x
and t

Table 4: Comparison of the absolute error of the solution for the Ito
equation (µ = -0.01 ), by RDTM for different values of x and t

CONCLUSION

In this paper, we applied the Reduced Differential
Transform Method (RDTM) to all three physical models,
namely, the Fitzhugh-Nagumo equation, Ito equation and
one NLPDEs equation. We successfully found
approximate solutions for the Fitzhugh-Nagumo equation
and Ito equation and found an exact solution to another
NLPDE. We only used 3-iteration in the case of Ito
equation to get a very good error.

Also, we were being able to find exact solutions to
examples (3.1.3). The results we obtained in example (3.1.1)
and (3.1.2) were in excellent agreement with the exact
solutions. The RDTM introduces a significant
improvement in the fields over existing techniques
because it takes less calculations and the number of
iteration is less compared by other methods. My goal in
the future is to apply this method to other nonlinear PDEs
which arise in other areas of science such as Biology,
Medicine and Engineering. Computations of this paper
have been carried out using the computer package of
Mathematica 7. 
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