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Abstract: Linear partition error control codes in theγ-metric is a natural generalization of error control codes endowed with
the Rosenbloom-Tsfasman(RT) metric [4] to block coding andhas applications in different area of combinatorial/discrete
mathematics, e.g. in the theory of uniform distribution, experimental designs, cryptography etc. In this paper, we formulate
the concept of linear partition codes in theγ-metric and derive results for the random block error detection and random bock
error correction capabilities of these codes.
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INTRODUCTION

K. Feng and L.Xu and F.J.Hickernesll [2] initi-
ated the concept of linear partition block code en-
dowed withπ-metric which is a natural generalization
of the Hamming-metric codes. Also, we know that the
Rosenbloom-Tsfasman metric (or RT-metric orρ-metric)
is stronger than the Hamming metric [1,5]. Motivated
by the idea to have linear partition block code endowed
with a metric generalizing the RT-metric, we formulate
the concept of linear partition codes equipped with block
ρ-metric and name this new metric as theγ-metric. We
derive the basic results for linear partition codes in theγ-
metric including various upper and lower bounds on their
parameters and study their random block error detection
and block error correction capabilities in Section 3 and
Section 4 of this paper.

2. DEFINITIONS AND NOTATIONS

Let q, n be positive integers withq = pm, a power
of a prime numberp. Let Fq be the finite field having
q elements. A partitionP of the positive integern is
defined as:

P : n = n1 + n2 · · ·+ ns where

1 ≤ n1 ≤ n2 ≤ · · · ≤ ns, s ≥ 1.

The partitionP is denoted as

P : n = [n1][n2] · · · [ns].

In the case, when

P : n = [n1] · · · [n1]
︸ ︷︷ ︸

r1- copies

[n2] · · · [n2]
︸ ︷︷ ︸

r2- copies

· · ·

[nt] · · · [nt]
︸ ︷︷ ︸

rt- copies

,

we write

P : n = [n1]
r1 [n2]

r2 · · · [nt]
rt

where

n1 < n2 < · · · < nt.

Further, given a partitionP : n = [n1][n2] · · · [ns] of a
positive integern, the linear spaceFn

q overFq can be
viewed as the direct sum

F
n
q = F

n1

q ⊕ F
n2

q ⊕ · · · ⊕ F
ns

q ,

or equivalently

V = V1 ⊕ V2 ⊕ · · · ⊕ Vs,

whereV = F
n
q andVi = F

ni
q for all i ≤ i ≤ s.

Consequently, each vectorv ∈ F
n
q can be uniquely writ-

ten as av = (v1, v2, · · · , vs) wherevi ∈ Vi = Fq
ni for

all 1 ≤ i ≤ s. Herevi is called theith block of block size
ni of the vectorv.

Definition 1. Let v = (v1, v2, · · · , vs) ∈ F
n
q = F

n1

q ⊕

F
n2

q ⊕· · ·⊕F
ns
q be ans-block vector of lengthn overFq

corresponding to the partitionP : n = [n1][n2] · · · [ns]

of n. We define theγ-weight of the block vectorv as

w(P )
γ (v) =

s
max
i=1

{i|vi 6= 0}.

The γ-distanced(P )
γ (u, v) between twos-block vectors

of lengthn viz. u = (u1, u2, · · · , us) and
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v = (v1, v2, · · · , vs), ui, vi ∈ F
ni
q (1 ≤ i ≤ s) corre-

sponding to the partitionP is defined as

d(P )
γ (u, v) = w(P )

γ (u− v)

=
s

max
i=1

{i|ui 6= vi}

Thend(P )
γ (u, v) is a metric onFn

q = F
n1

q ⊕F
n2

q ⊕ · · · ⊕

F
ns
q .

Note. Once the partitionP is specified, we will denote
theγ-weightw(P )

γ by wγ(v) andγ-distanced(P )
γ by dγ

respectively.

Definition 2. A linear partitionγ-code (orlpγ-code)V
of length n corresponding to the partitionP : n =

[n1][n2] · · · [ns], 1 ≤ n1 ≤ n2 ≤ · · · ≤ ns is aFq-linear
subspace ofFn

q = F
n1

q ⊕F
n2

q ⊕· · ·⊕F
ns
q equipped with

theγ-metric and is denoted as[n, k, dγ ;P ] code where
k = dimFq

(V ) anddγ = dγ(V ) = minimumγ-distance
of the codeV .

Remark 3.

1. ForP : n = [1]n, theγ-metric (orγ-weight) re-
duces to theρ-metric (orρ-weight) respectively [4].

2. For a partitionP : n = [n1][n2] · · · [ns] of the posi-
tive integern, theγ-distance (orγ-weight) is always
greater than or equal to theπ-distance (orπ-weight)
[2] respectively, i.e.

π-metric ≤ γ-metric

and

π-weight ≤ γ-weight

Example 4. Let n = q = 5. Let P : 5 = [1][2][2]

be a partition ofn = 5. Then F 5
5 can be viewed

as F 5
5 = F 1

5 ⊕ F 2
5 ⊕ F 2

5 and s = 3. Let v =

(v1, v2, v3) = (1
...10

...00). Thenwγ(v) = 2. Similarly

if u = (u1, u2, u3) = (1
...00

...00) andx = (x1, x2, x3) =

(1
...10

...01), thenwγ(u) = 1 andwγ(x) = 3 respectively.
QED

Definition 5. The generator and parity check matrix
of an [n, k, d;P ] lpγ-code overFq whereP : n =

[n1][n2] · · · [ns], 1 ≤ n1 ≤ n2 ≤ · · · ≤ ns are given
as

G = [G1, G2, · · · , Gs]

and
H = [H1, H2, · · · , Hs],

where for all1 ≤ i ≤ s,Gi = (G
(i)
1 , G

(i)
2 , · · · , G

(i)
ni )

is the ith block of G of block size ni consisting

of ni column vectors of lengthk each andHi =

(H
(i)
1 , H

(i)
2 , · · · , H

(i)
ni ) is theith block ofH of block size

ni consisting ofni column vectors of length(n−k) each.

Definition 6. A set of blocks{Hii , Hi2 , · · · , Hir} ⊆

{H1, H2, · · · , Hs} of the parity check matrixH is said to
be linearly independent if the union of all column vectors
in the blocksHii , Hi2 , · · · , Hir is a linearly independent
set overFq. Otherwise, we say that the set of blocks
{Hii , Hi2 , · · · , Hir} is linearly dependent. Equivalently,
we can say that a set of blocks{Hii , Hi2 , · · · ,

Hir} ⊆ {H1, H2, · · · , Hs} is linearly independent over
Fq iff

αi1 .Hi1 + αi2 .Hi2 + · · ·+ αir .Hir = 0

⇒ αi1 = αi2 · · · = αir = 0,

where for all 1 ≤ j ≤ r, αij =

(α
(ij)
1 , α

(ij)
2 , · · · , α

(ij)
nij

) ∈ F
nij

q and

αij .Hij = α
(ij)
1 H

(ij)
1 + α

(ij)
2 H

(ij)
2

+ · · ·+ α(ij)
nij

H(ij)
nij

.

3. SOME PROPERTIES OF lpγ-CODES

We begin by stating three results forlpγ-codes without
proof as the proof is straightforward.

Theorem 7. The minimumγ-weight and minimumγ-
distance of anlpγ-codeV coincide. QED

Theorem 8.

(a) An lpγ-code detects all block errors ofγ-weightt
or less iff the minimumγ-distance of the code is at
leastt+ 1.

(b) Anlpγ-codeV corrects all block errors ofγ-weight
t or less iff the minimumγ-distance of the codeV is
at least2t+ 1. QED

Theorem 9.LetV be an[n, k;P ] lpγ-code overFq cor-
responding to the partitionP : n = [n1][n2] · · · [ns] of
n. The minimumγ-distance of the codeV is d iff first
(d − 1) blocks of the parity check matrixH are linearly
independent and firstd blocks ofH are linearly depen-
dent overFq. QED

Example 10.Let n = 6, n − k = 5 andq = 3. Let
P : n = 6 = [1][1][1][3] be a partition ofn = 6. Then
s = 4 andn1 = 1, n2 = 1, n3 = 1 andn4 = 3. Let

H = (H1

...H2

...H3

...H4) be the parity check matrix of a
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[6, 1;P ] lpγ-codeV as given below

H =














1
... 0

... 0
... 0 0 0

0
... 1

... 0
... 0 0 0

0
... 0

... 1
... 0 0 0

0
... 0

... 0
... 1 2 0

0
... 0

... 0
... 0 2 1














Let

α1.H1 + α2.H2 + α3.H3 +

+α4.H4 = 0, (1)

where α1 = (α
(1)
1 )∈ F 1

3 , α2 = (α
(2)
1 )∈ F 1

3 , α3 =

(α
(3)
1 )∈ F 1

3 andα4 = (α
(4)
1 , α

(4)
2 , α

(4)
3 )∈ F 3

3 .

Thenα1.H1 + α2.H2 + α3.H3 + α4.H4 = 0 implies

α
(1)
1









1
0
0
0
0









+ α
(2)
1









0
1
0
0
0









+α
(3)
1









0
0
1
0
0









+ α
(4)
1









0
0
0
1
0









+α
(4)
2









0
0
0
2
2









+ α
(4)
3









0
0
0
0
1









=









0
0
0
0
0









.

This gives

α
(1)
1 = 0, α

(2)
1 = 0, α

(3)
1 = 0

and
α
(4)
1 = α

(4)
2 = α

(4)
3 .

Therefore, the only solutions of (1) areα1 = α2 = α3 =

(0) andα4 = (a, a, a) wherea ∈ F3.

Thus, the first three blocks ofH are linearly indepen-
dent and the first four blocks ofH are linearly depen-
dent. Hence the[6, 1 : P ] lpγ-codeV with H as the
parity check matrix has minimumγ-distance equal to 4.

Theorem 11 [Singleton’s Bound].If V is an [n, k, d :

P ] lpγ-code overFq corresponding to the partitionP :

n = [n1][n2] · · · [ns], 1 ≤ n1 ≤ n2 ≤ · · · ≤ ns. Then

n1 + n2 + · · ·+ nd−1 ≤ n− k. (2)

Proof. By Theorem 9, the columns of first(d−1) blocks
of the parity check matrixH of the codeV are linearly
independent. Since the number of rows inH is n − k,
equation (2) follows. QED

Definition 12. An [n, k, d : P ] lpγ-code overFq with
P : n = [n1][n2] · · · [ns] is said to be maximumγ-
distance separable(MγDS) if equality holds in (2) i.e.
if (n − k) equals the sum of block sizes of first(d − 1)

blocks.

Example 13.Let q = 5, n = 2. LetP : 2 = [1][1] be a
partition ofn = 2. The[2, 1;P ] lpγ-codeV with parity

check matrixH = (1
...0) overF5 is anMγDS code with

maximumγ-distance equal to2.

We now obtain Hamming sphere packing bound for
lpγ-codes. For this, we first prove a lemma.

Lemma 14. If V
(n1,n2,···,ns)
t,q denote the number of

all s-block vectors of lengthn over Fq of γ-weight
t or less corresponding to the partitionP : n =

[n1][n2] · · · [ns], 1 ≤ n1 ≤ n2 ≤ · · · ≤ ns, then

V
(n1,n2,···,ns)
t,q

= 1 +

t∑

r=1

qn1+n2+···+nr−1 ×

×(qnr−1). (3)

Proof. Let u = (u1, u2, · · · , us) ∈ F
n
q = F

n1

q ⊕ F
n2

q ⊕
· · · ⊕ F

ns
q . To make theγ-weight of u to be equal to

r(1 ≤ r ≤ t), we haveqnj choices for thejth block
(1 ≤ j ≤ r − 1) and (qnr − 1) choices for therth

block and only one choice viz. zero for thelth block
(r + 1 ≤ l ≤ s). Therefore, the number ofs-block
vectors of lengthn of γ-weightr is given by

A(n1,n2,···,ns)
r,q

= qn1+n2+···+nr−1(qnr−1). (4)

The result now follows by taking summation of (4) for
r = 1 to t and adding 1 to the resultant corresponding to
the null vector. QED

Theorem 15 (Hamming Sphere Bound).Let V be an
[n, k, d : P ] lpγ-code overFq corresponding to the par-
tition P : n = [n1][n2] · · · [ns], 1 ≤ n1 ≤ n2 ≤ · · · ≤
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ns. Then

qn−k ≥ V
(n1,n2,···,ns)
[d−1]/2,q , (5)

whereV (n1,n2,···,ns)
[d−1]/2,q is given by (3) and[x] denotes the

largest integer less than or equal tox.

Proof. The proof follows from the fact that all thes-
block vectors of lengthn = ⊕s

i=1ni and γ-weight
[d−1]/2 or less must belong to distinct cosets of the stan-
dard array and the number of available cosets isqn−k.
QED

4. GILBERT AND VARSHAMOV BOUNDS FOR
lpγ-CODES

In this section, we obtain Gilbert bound, Varshmov
bound and a bound for random block error correction in
lpγ-codes. We derive Gilbert bound first.

Theorem 16 (Gilbert bound).Letn, k, q be positive in-
tegers whereq = pm(p prime) and 1 ≤ k ≤ n. Let
P : n = [n1][n2] · · · [ns], 1 ≤ n1 ≤ n2 ≤ · · · ≤ ns

be a partition ofn. Letd be a positive integer satisfying
1 ≤ d ≤ s. Then there exists an[n, k;P ] lpγ-code over
Fq with minimumγ-distance at leastd provided

n− k ≥ logq

(

V
(n1,n2,···,ns)
d−1,q

)

, (6)

whereV (n1,n2,···,ns)
d−1,q is given by (3).

Proof. We shall show that if (6) holds then their exists an
(n−k)×n matrixH overFq such that no linear combi-
nation of(d−1) or fewer blocks ofH is zero. We define
an algorithm for finding the blocksH1, H2, · · · , Hs of
H whereHi = (H

(i)
1 , H

(i)
2 , · · · , H

(i)
ni ) for all 1 ≤ i ≤ s.

From the set of allqn−k column vectors of length(n−k)
overFq, we choose blocks of columns of the parity check
matrixH as follows:

(1) Then1 column vectors in the first blockH1 can
be any vectors chosen from the set ofqn−k column
vectors of lengthn− k overFq satisfying

λ1.H1 6= 0,

where

0 6= λ1 = (λ
(1)
1 , λ

(1)
2 , · · · , λ(1)

n1
) ∈ F

n1

q .

(2) The second blockH2 = (H
(2)
1 , H

(2)
2 , · · · , H

(2)
n2

)

can be any set ofn2 column vectors of length(n−k)

satisfying
λ1.H1 + λ2.H2 6= 0,

where for1 ≤ i ≤ 2,

λi = (λ
(i)
1 , λ

(i)
2 , · · · , λ(i)

ni
) ∈ F

ni

q ,

and

wγ(λ1, λ2) =
2

max
i=1

{i|λi 6= 0} ≤ d− 1.

...
...

...
...

...
...

...
...

...

(j) The jth blockHj = (H
(j)
1 , H

(j)
2 , · · · , H

(j)
nj ) can be

any set ofnj column vectors of length(n− k) sat-
isfying

λ1.H1 + λ2.H2 + · · ·+ λj .Hj 6= 0. (7)

where for1 ≤ i ≤ j,

λi = (λ
(i)
1 , λ

(i)
2 , · · · , λ(i)

ni
) ∈ F

ni

q ,

and

1 ≤ wγ(λ1, λ2, · · · , λj)

=
j

max
i=1

{i|λi) 6= 0}

≤ d− 1. (8)

...
...

...
...

...
...

...
...

...

(s) Thesth blockHs = (H
(s)
1 , H

(s)
2 , · · · , H

(s)
ns ) can be

any set ofns column vectors satisfying

λ1.H1 + λ2.H2 + · · ·+ λs.Hs 6= 0.

where

λi = (λ
(i)
1 , λ

(i)
2 , · · · , λ(i)

ni
) ∈ F

ni

q

for all 1 ≤ i ≤ s,

and

1 ≤ wγ(λ1, λ2, · · · , λs)

=
s

max
i=1

{i|λi) 6= 0} ≤ d− 1.

If we carry out this algorithm to completion, then,
H1, H2, · · · , Hs are the blocks of sizen1, n2, · · · , ns re-

spectively of an(n− k)× n

(

wheren =

s∑

i=1

ni

)

block
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matrix H such that no linear combination of blocks of
H of γ-weight (d − 1) or less is zero meaning thereby
that this matrix is the parity check matrix of anlpγ-code
with minimumγ-distance at leastd. We show that the
construction can indeed be completed. Letj be an in-
teger such that2 ≤ j ≤ s and assume that the blocks
H1, H2, · · · , Hj−1 have been chosen. Then the blockHj

can be added toH provided (7) is satisfied. The number
of distinct linear combinations in (7) satisfying (8) in-
cluding the pattern of all zeros is given by

V
(n1,···,nj)
d−1,q

whereV (n1,···,nj)
d−1,q is given by (3).

As long as the set of all linear combinations occuring in
(7) satisfying (8) is less than or equal to the total number
of (n − k)-tuples, thejth blockHj can be added toH .
Therfore, the blockHj can be added toH provided that

qn−k ≥ V
(n1,···,nj)
d−1,q

or

n− k ≥ logq

(

V
(n1,···,nj)
d−1,q

)

.

Thus the fact that the blocksH1, H2, · · · , Hs can be cho-
sen follows by induction onj and we get (6). QED

Corollary 17. LetP : n = [n1][n2] · · · [n3] be the par-
tition of a positive integern. Let t be a positive integer
satisfying2t+1 ≤ s. Then, a sufficient condition for the
existence of an[n, k;P ] lpγ-code overFq that corrects
all random block errors ofγ-weightt or less is given by

n− k ≥ logq

(

V
(n1,···,ns)
2t,q

)

.

Proof. The proof follows from Theorem 16 and the fact
that to correct all errors ofγ weight t or less, the mini-
mumγ-distance of anlpγ-code must be at least2t + 1.
QED

Example 18.Let n = 3, k = 1, d = 2 andq = 5. Let
P : 3 = [1][2] be a partition ofn = 3. We show that for
these values of the parameters, equation (6) is satisfied.
We note that heren1 = 1, n2 = 2. Equation (6) for these
parameters becomes

53−1 ≥ V
(1,3)
1,5 ,

or

25 ≥ 5 (sinceV (1,3)
1,5 = 5),

which is true.

Therefore, by Theorem 16, there exists a[3, 1;P ] lpγ-
codeV overF5 with minimumγ-distance at least 2.

Consider the following2 × 3 block parity check matrix
H of a [3, 1;P ] lpγ-codeV overF5 constructed by the
algorithm discussed in Theorem 16:

H =




1

... 0 2

0
... 1 3





2×3

.

We claim that thelpγ-code which is the null space of the
matrixH has minimumγ- distance at least 2.

The generator matrix of thelpγ-code corresponding to
the parity check matrixH is given by

G = [−2
... − 3 1]1×3 = [3

... 2 1]1×3

The five codewords of thelpγ-codeV with G as genera-
tor matrix andH as parity check matrix are given by:

v0 = (0
...00);wγ(v0) = 0,

v1 = (3
...21);wγ(v1) = 2,

v2 = (1
...42);wγ(v2) = 2,

v3 = (4
...13);wγ(v3) = 2,

v4 = (2
...34);wγ(v4) = 2.

Therfore, the minimumγ- weight of thelpγ-codeV is
equal to 2. Hence Theorem 16 is verified.

Theorem 19 (Varshamov Bound).LetBq(n, d;P ) de-
note the largest number of code vectors in an[n, k;P ]
lpγ-codeV overFq with P : n = [n1][n2] · · · [ns] hav-
ing minimumγ-distance at leastd. Then

Bq(n, d;P ) ≥ qn−⌈logq(L)⌉,

whereL = V
(n1,···,ns)
d−1,q is given by (3) and⌈x⌉ denotes

the smallest integer greater than or equal tox.

Proof. By Theorem 16, there exists an[n, k;P ] lpγ-code
overFq with minimumγ-distance at leastd provided

qn−k ≥ V
(n1,···,ns)
d−1,q = L

⇒ n− k ≥ logq(L)

⇒ k ≤ n− logq(L).

The largest integerk satisfying the above inequality is
n− ⌈logq(L)⌉. Thus

Bq(n, d;P ) ≥ qn−⌈logq(L)⌉
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whereL = V
(n1,···,ns)
d−1,q is given by (3). QED
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