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Abstract: In this article, we introduce a tensorial kernel for vector valued functions which is compactly supported on a
bounded regionV in R

3. It is proved that the convolutions of the derived kernels with a vector valued functionf having
continuous first derivatives converges tof , i.e. the defining property of an approximate identity, is proved. Further, some
numerical tests are shown.
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INTRODUCTION

The rule of an approximate identity is as follows: A
function f which has to be approximated is convolved
with a kernelKδ for someδ. If the kernel satisfies cer-
tain conditions then the convolutions converge in a cer-
tain limit such asδ → 0+ to f . Note that approximate
identities for scalar function on balls inR3 are studied
e.g. in [14]. Further works on localizing kernels, like
scaling functions and wavelets, on the 3D ball can e.g.
be found in [3, 5, 8, 12, 13, 15]. In this paper we show
how tensorial kernels on a 3-dimensional bounded region
can be constructed. We prove that these kernels establish
an approximate identity for all vector valued functions
with continuous first derivative. The convergence estab-
lished in this case is in the sense of a distribution. Par-
ticular practical relevance is the case when the consid-
ered bounded region is a ball. An example of an applica-
tion of approximating structures on a three-dimensional
bounded region can be found in geophysics. There, the
choice of appropriate tools for describing features of the
Earth’s interior, such as the mass density, the speed of
propagation of seismic P and S waves and other rheolog-
ical quantities, is still a field of research. Moreover, the
approximation of vectorial fields such as currents on a
ball is also relevant in medical imaging.

2. TEST FUNCTIONS AND DISTRIBUTIONS

Throughout the sequel,Rn, n ∈ N represents then-
dimensional Euclidean space. The following introduc-
tion to the theory of distributions is based on [4], [9]
and [10], where further details about this subject can be
found.

Let V be an open and bounded subset ofR3, we de-
note the set of functionsF : V → R with continuous
derivatives of all orders byC∞(V ), the set of functions
f : V → R3 with continuous derivatives of all orders
by c∞(V ) and and for every compact subsetK of V ,
C∞

K (V ) is the set of all functions inC∞(V ) with sup-
port in K. C∞

K (V ) is a linear space and the topology
which makes it into a Fréchet space is induced by the
seminorms

Pm(φ) = sup {|∂αφ(x)| : x ∈ K, |α| ≤ m} ,

φ ∈ C∞
K (V ), m ∈ N0, with the sets

Dm(r) = {φ ∈ C∞
K (V ) : Pm(φ) < r} ,

as a local base (see [4]). Where, a local base at a pointx,
we means, a collection of base open sets in which every
open set containingx contains one of these base sets,
which containsx. Moreover,C∞

K (V ) is also a closed
subspace ofC∞

0 (V ), where we define the topology of

C∞
0 (V ) := ∪K⊂V C

∞
K (V )

to be the finest locally convex topology for which every
linear functional defined onC∞

0 (V ) is continuous if and
only if its restriction toC∞

K (V ) is continuous for every
K ⊂ V . This topology is known as the inductive limit of
the topologies onC∞

K (V ), i.e. the topologies ofC∞
K (V )

are “pieced together” to form the topology of the union
C∞

0 (V ) (see [16]).
The locally convex spaceC∞

0 (V ) endowed with the in-
ductive limit topology, is called the space of test func-
tions and is commonly denoted byD(V ), in accordance
with Schwartz’ notation in [17]. A distribution onV is a
continuous linear functional onD(V ).
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We shall denote the linear space of all distributions
onV by D ′(V ), the topological dual ofD(V ).
A functionF defined onV is locally integrable onV if

∫

E

|F (x)|dx

is finite on every compact subsetE of V and we shall use
L1
loc(V ) to denote the space of all locally integrable func-

tions onV . All continuous functions onRn, for exam-
ple, are locally integrable, although some of them, such
as polynomials, are not integrable onRn. Clearly,

L1(V ) ⊂ L1
loc(V ).

If F ∈ L1
loc(V ) then the linear functionalTF defined on

D(V ) by

TF (φ) =

∫

V

F (x)φ(x)dx, φ ∈ D(V ) (1)

is a distribution. A distributionT is said to be regular if
there is a locally integrable functionf onV such that

T (φ) =

∫

V

F (x)φ(x)dx, φ ∈ D(V ).

Otherwise it is singular. Among the topologies that can
be defined on the vector spaceD ′(V ), the most important
is the one known as the weak topology. This is the locally
convex topology defined by the family of seminorms

Pφ(T ) = |T (φ)|

with φ ∈ D(V ) andT ∈ D ′(V ), and it leads to the fol-
lowing definition of (weak) convergence inD ′(V ). The
sequence{Tk} in D

′(V ) converges to0 if and only if,
for everyφ ∈ D(V ), the sequenceTk(φ) converges to0
in C.
This is really a "pointwise" convergence onD(V ) and,
as usual, we shall write

Tk → T in D
′(V )

if the sequence(Tk − T ) converges to0 in the sense of
the above definition. The space of distributionsD ′(V ) is
(sequentially) complete.

Theorem 1. If Tk ∈ D ′(V ) for every k ∈ N and
limTk = T, thenlim ∂αTk = ∂αT for every multi-index
α ∈ N

n
0 , where the derivatives are understood in the dis-

tributional sense.

3. INTERCHANGE OF LIMIT WITH
DIFFERENTIAL AND INTEGRAL OPERATOR

Definition 2. The functionG0 defined by

G0(x, y) :=
1

4π|x− y|

for all x, y ∈ R3 with x 6= y is a Green’s function for the
operator−∇2 in the spaceR3 (see [6]).

Definition 3. For δ ∈ (0, 1), we may define the reg-
ularised Green’s function with respect to−∇2 for all
x, y ∈ R3 by

Gδ
0(x, y) :=

1

4π (|x− y|2 + δ)
1

2

.

Theorem 4. LetV be a bounded region inR3 andV rep-
resent the closure ofV . Letf be a vector valued function,
which is defined in the domainV such thatf is contin-
uous onV and has continuous first order derivatives in
V . Thenf = −∇ρ+∇× Λ with

(i)
∇xρ = lim

δ→0+
∇xρ

δ in D
′(V )

with

ρδ(x) =

∫

V

∇xG
δ
0(x, y) · f(y) dy

and

ρ(x) =

∫

V

∇xG0(x, y) · f(y) dy

(ii)
∇x × Λ = lim

δ→0+
∇x × Λδ in D

′(V )

with

Λδ(x) =

∫

V

∇xG
δ
0(x, y)× f(y) dy

and

Λ(x) =

∫

V

∇xG0(x, y) × f(y) dy

for all x ∈ V , whereGδ
0 is the regularised Green’s func-

tion for −∇2 on R3 andG0 is the Green’s function for
−∇2 onR3.

Proof. From Corollary 3.4 (i) of [2], we have

ρδ → ρ asδ → 0 + in D
′(V ),

i.e. the sequence of distributionsTρδ defined by

Tρδ (φ) :=

∫

V

ρδ(x)φ(x)dx

converges to

Tρ(φ) :=

∫

V

ρ(x)φ(x)dx asδ → 0+
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for all φ in D(V ). Therefore, we can sayTρδ → Tρ as
δ → 0+ in D ′(V ). Due to Theorem 1 we have

lim
δ→0+

∇xTρδ = ∇x lim
δ→0+

Tρδ = ∇xTρ

in D
′(V ). This implies that

lim
δ→0+

∇xρ
δ = ∇x lim

δ→0+
ρδ = ∇xρ

in D ′(V ). This proves part(i).
For (ii) once again, we use(ii) of Corollary 3.4 of [2],
which gives

Λ = lim
δ→0+

Λδ in D
′(V ).

It means that the real componentsΛδ
1,Λ

δ
2 andΛδ

3 of Λδ

converge to the corresponding real componentsΛ1,Λ2

andΛ3 of Λ. To prove

∇x × Λ = lim
δ→0+

∇x × Λδ in D
′(V ),

we have to show that

(∇x ×Λ)i = lim
δ→0+

(∇x ×Λδ)i for i = 1, 2, 3 in D
′(V ).

Here we show that(∇x ×Λδ)1 → (∇x ×Λ)1 in D ′(V ).
For the other components the proof is similar to this one.
We know that

(∇x × Λδ)1 =
∂

∂x2
Λδ
3 −

∂

∂x3
Λδ
2

and

(∇x × Λ)1 =
∂

∂x2
Λ3 −

∂

∂x3
Λ2.

As we know that

Λδ
2 → Λ2 in D

′(V )

and
Λδ
3 → Λ3 in D

′(V )

therefore using Theorem 1 we have

∂

∂x3
Λδ
2 → ∂

∂x3
Λ2 in D

′(V )

and
∂

∂x3
Λδ
2 → ∂

∂x2
Λ3 in D

′(V ).

From the information given above, we get
(

∇x × Λδ
)

1
→ (∇x × Λ)1 in D

′(V ).

Similarly
(

∇x × Λδ
)

2
→ (∇x × Λ)2 in D

′(V )

and
(

∇x × Λδ
)

3
→ (∇x × Λ)3 in D

′(V ).

Combining all these we get

(

∇x × Λδ
)

→ (∇x × Λ) in D
′(V ).

Theorem 5. ([11], p. 335) LetX be an open subset of
Rm andY be a measure space. Suppose that the function
f : X × Y → R satisfies the following conditions:
(i) f(x, y) is a measurable function ofy for eachx ∈ X .
(ii) For almost ally ∈ Y , the derivative∂f(x,y)

∂xi
exists for

all x ∈ X .
(iii) There is an integrable functionG : Y → R such that
∣

∣

∣

∂f(x,y)
∂xi

∣

∣

∣ ≤ G(y) for all x ∈ X .

Then

∂

∂xi

∫

Y

f(x, y)dy =

∫

Y

∂

∂xi

f(x, y)dy.

Theorem 6. Let f, ρδ, Λδ andGδ
0 be the same as in

Theorem 4. Then

1.
∫

V

∇x

(

∇xG
δ
0(x, y) · f(y)

)

dy = ∇x

∫

V

∇xG
δ
0(x, y)·f(y) dy

= ∇xρ
δ(x)

2.
∫

V

∇x×
(

∇xG
δ
0(x, y)× f(y)

)

dy = ∇x×
∫

V

∇xG
δ
0(x, y)×f(y) dy

= ∇x × Λδ(x)

Proof. 1. To prove the result, we have to show that
(i) ∇xG

δ
0(x, y) · f(y) =: H(x, y) is a measurable func-

tion of y for eachx ∈ V .
(ii) For almost ally ∈ V , the expression∇xH(x, y) ex-
ists for allx ∈ V .
(iii) There is an integrable functionG : V → R such that

|∇xH(x, y)| ≤ G(y),

for all x ∈ V .
Due to Equations (11) and (12) of [2], we conclude that
(i) is satisfied. Further, from Equation (A.1.5) of [1], p.
101, we obtain (ii). To show that (iii) is satisfied, we use
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Equation (A.1.5) of [1], p. 101 as

∣

∣∇x

(

∇xG
δ
0(x, y) · f(y)

)∣

∣

2
=

1

(4π)2
×





(

(

|x− y|2 + δ
)

F1(y)

(|x− y|2 + δ)
5

2

− 3
((x − y) · f(y)) (x1 − y1)

(|x− y|2 + δ)
5

2

)2

+

(

(

|x− y|2 + δ
)

F2(y)

(|x− y|2 + δ)
5

2

− 3
((x− y) · f(y)) (x2 − y2)

(|x− y|2 + δ)
5

2

)2

+

(

(

|x− y|2 + δ
)

F3(y)

(|x− y|2 + δ)
5

2

− 3
((x− y) · f(y)) (x3 − y3)

(|x− y|2 + δ)
5

2

)2




wheref = (F1, F2, F3)
t. After simplying, we obtain

∣

∣∇x

(

∇xG
δ
0(x, y) · f(y)

)∣

∣≤
√
3

(

δ + 16R2

4πδ
5

2

)

|f(y)|

=: G(y), (2)

whereR is the radius of the ball containingV . Sincef
is an integrable function ofy thereforeG is also an in-
tegrable function ofy. Hence, (iii) is satisfied. Finally,
using Theorem 5 we get1.
2. Due to Equation (17) of [2], we can say that
∇xG

δ
0(x, y)× f(y) is a measurable function ofy for all

x ∈ V . From Equations (A.1.8), (A.1.9) and (A.1.10) of
[1], p. 103, we conclude that∇x×

(

∇xG
δ
0(x, y)× f(y)

)

exists for allx ∈ V . Further, from Equation (A.1.8) of
[1], p. 103, we get

∣

∣

(

∇x ×
(

∇xG
δ
0(x, y)× f(y)

))

1

∣

∣ ≤ 1

4π
×

(

2
(

|x− y|2 + δ
)

|F1(y)|
(|x− y|2 + δ)

5

2

+3
|((x1 − y1)F2(y)− (x2 − y2)F1(y)) (x2 − y2)|

(|x− y|2 + δ)
5

2

+3
|((x3 − y3)F1(y)− (x1 − y1)F3(y)) (x3 − y3)|

(|x− y|2 + δ)
5

2

)

.

(3)

After simplifying, we have

∣

∣

(

∇x ×
(

∇xG
δ
0(x, y)× f(y)

))

1

∣

∣ ≤
(

δ + 28R2

2πδ
5

2

)

×|f(y)|, (4)

whereR is the radius of the ball containingV . Similarly,
from Equations (A.1.9) and (A.1.10) of [1], p. 103, we

get

∣

∣

(

∇x ×
(

∇xG
δ
0(x, y)× f(y)

))

2

∣

∣ ≤
(

δ + 28R2

2πδ
5

2

)

×|f(y)| (5)
∣

∣

(

∇x ×
(

∇xG
δ
0(x, y)× f(y)

))

3

∣

∣ ≤
(

δ + 28R2

2πδ
5

2

)

×|f(y)|, (6)

whereR is the radius of the ball containingV . From the
discussion above, we can conclude that

∣

∣

(

∇x ×
(

∇xG
δ
0(x, y)× f(y)

))∣

∣ ≤
(

δ + 28R2

2πδ
5

2

)√
3|f(y)|

=: G̃(y).

(7)

Since|f | is an integrable function ofy, therefore,G̃ is
also an integrable function ofy. Hence, applying Theo-
rem 5, we finally obtain2.

4. TENSORIAL KERNELS

let c(V ) denote the set of continuous functionsf : V →
R3 and using the canonical orthonormal basisε1, ε2, ε3

of R3, a tensorf of rank-2 can be written as

f =
3
∑

i,j=1

Fijε
i ⊗ εj (8)

where⊗ is the dyadic product andFij ∈ R. Clearly,
f ∈ R3 ⊗ R3.

Let k : V × V → R3 ⊗ R3 andf ∈ c(V ), we define the
convolution off andk by

k > f :=

∫

V

k (., y) f(y)dy (9)

or

f > k :=

∫

V

f t(y)kt (., y) dy, (10)

where f t(y) is the transpose of the vectorf(y) and
kt (x, y) is the transpose of the tensork (x, y). As we
use Lebesgue integrals therefore

∫

V

k (., y) f(y)dy =

∫

V

k (., y) f(y)dy.

Theorem 7. Let kδ : V × V → R3 ⊗ R3 be a tensorial
function defined by

kδ (x, y) =
3
∑

i,j=1

Kδ
ij (x, y) ε

i ⊗ εj (11)
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for all x, y ∈ V andδ > 0. For i, j = 1, 2, 3, we define
Kδ

ij : V × V → R as below

Kδ
ij(x, y) =

3

4π

(

1

(|x− y|2 + δ)
3

2

− |x− y|2

(|x− y|2 + δ)
5

2

)

,

if i = j and for allx, y ∈ V . If i 6= j we define

Kδ
ij(x, y) = 0 (12)

for all x, y ∈ V .

Let f be a vector valued function which is defined
in the domainV such thatf is continuous onV and has
continuous first order derivatives inV . Thenf>kδ → f

asδ → 0+ in D ′(V ).

Proof. From Equation (10) we have

(f > kδ) (x) =

∫

V

f t(y)kt
δ(x, y)dy

=

∫

V

(F1(y), F2(y), F3(y))
(

Kδ
ji(x, y)

)

3×3
dy,

whereFi, i = 1, 2, 3 are the components off and
(

Kδ
ji(x, y)

)

is a3×3 matrix with componentsKδ
ji(x, y).

Now just performing the multiplication of matrices, we
get

(f > kδ) (x)=

∫

V

(

F1(y)K
δ
11(x, y) + F2(y)K

δ
21(x, y)

+F3(y)K
δ
31(x, y),

F1(y)K
δ
12(x, y) + F2(y)K

δ
22(x, y) + F3(y)K

δ
32(x, y),

F1(y)K
δ
13(x, y) + F2(y)K

δ
23(x, y) + F3(y)K

δ
33(x, y)

)

dy.

(13)

Let us investigate the components one by one. Using
Equations (12) and (12) we obtain

F1(y)K
δ
11(x, y) + F2(y)K

δ
21(x, y) + F3(y)K

δ
31(x, y)

=
1

4π

(

3F1(y)

(|x− y|2 + δ)
3

2

− 3F1(y)
|x− y|2

(|x− y|2 + δ)
5

2

+F2(y) · 0 + F3(y) · 0) .

Now adding and subtracting3F2(y)
(x1−y1)(x2−y2)

(|x−y|2+δ)
5

2

and

3F3(y)
(x1−y1)(x3−y3)

(|x−y|2+δ)
5

2

in the third and the fourth term on

the right hand side of the equation given above respec-

tively we get

F1(y)K
δ
11(x, y) + F2(y)K

δ
21(x, y) + F3(y)K

δ
31(x, y)

=
1

4π

(

3F1(y)

(|x− y|2 + δ)
3

2

− 3F1(y)
|x− y|2

(|x− y|2 + δ)
5

2

−3F2(y)
(x1 − y1)(x2 − y2)− (x1 − y1)(x2 − y2)

(|x− y|2 + δ)
5

2

−3F3(y)
(x1 − y1)(x3 − y3)− (x1 − y1)(x3 − y3)

(|x− y|2 + δ)
5

2

)

.

After simplifying the equation given above, we get

F1(y)K
δ
11(x, y) + F2(y)K

δ
21(x, y) + F3(y)K

δ
31(x, y) =

1

4π

×
(

F1(y)

(|x− y|2 + δ)
3

2

− 3
((x1 − y1)F1(y) + (x2 − y2)F2(y))

(|x− y|2 + δ)
5

2

−3
((x3 − y3)F3(y)) (x1 − y1)

(|x− y|2 + δ)
5

2

+
2F1(y)

(|x− y|2 + δ)
3

2

+3
((x1 − y1)F2(y)− (x2 − y2)F1(y)) (x2 − y2)

(|x− y|2 + δ)
5

2

−3
((x3 − y3)F1(y)− (x1 − y1)F3(y)) (x3 − y3)

(|x− y|2 + δ)
5

2

)

.

Now, by comparing the equation given above with Equa-
tions (A.1.5) and (A.1.8) of [1], p. 101-103, we have

F1(y)K
δ
11(x, y) + F2(y)K

δ
21(x, y) + F3(y)K

δ
31(x, y)

= −
(

∇x

(

∇xG
δ
0(x, y) · f(y)

))

1

+
(

∇x ×
(

∇xG
δ
0(x, y)× f(y)

))

1
. (14)

F1(y)K
δ
21(x, y) + F2(y)K

δ
22(x, y) + F3(y)K

δ
23(x, y)

= −
(

∇x

(

∇xG
δ
0(x, y) · f(y)

))

2

+
(

∇x ×
(

∇xG
δ
0(x, y)× f(y)

))

2
. (15)

F1(y)K
δ
13(x, y) + F2(y)K

δ
23(x, y) + F3(y)K

δ
33(x, y)

= −
(

∇x

(

∇xG
δ
0(x, y) · f(y)

))

3

+
(

∇x ×
(

∇xG
δ
0(x, y)× f(y)

))

3
. (16)

Putting the values of the components from Equations
(14), (15) and (16) into Equation (13) we obtain

(f > kδ) (x) =

∫

V

−
((

∇x

(

∇xG
δ
0(x, y) · f(y)

))

1

+
(

∇x ×
(

∇xG
δ
0(x, y)× f(y)

))

1
,

−
(

∇x

(

∇xG
δ
0(x, y) · f(y)

))

2

+
(

∇x ×
(

∇xG
δ
0(x, y)× f(y)

))

2
,

−
(

∇x

(

∇xG
δ
0(x, y) · f(y)

))

3

+
(

∇x ×
(

∇xG
δ
0(x, y)× f(y)

))

3

)

dy.
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The equation given above can be written as

(f > kδ) (x) =

∫

V

−
(

∇x

(

∇xG
δ
0(x, y) · f(y)

)

+∇x ×
(

∇xG
δ
0(x, y)× f(y)

))

dy

= −
∫

V

∇x

(

∇xG
δ
0(x, y) · f(y)

)

dy

+

∫

V

∇x ×
(

∇xG
δ
0(x, y)× f(y)

)

dy.

Due to Theorem 6, the equation given above takes the
form

(f > kδ) (x) = −∇x

∫

V

∇xG
δ
0(x, y) · f(y)dy

+∇x ×
∫

V

∇xG
δ
0(x, y) × f(y)dy

= −∇xρ
δ(x) +∇x × Λδ(x).

Taking the limitδ → 0+ on both hand sides, we get

lim
δ→0+

(f > kδ) (x) = − lim
δ→0+

∇xρ
δ(x)

+ lim
δ→0+

∇x × Λδ(x).

Using Theorem 4 we can write the equation given above
as follows

lim
δ→0+

(f > kδ) (x) = −∇xρ(x) +∇x × Λ(x)

= f(x).

5. SOME NUMERICAL TESTS

In this section, we present some numerical tests in which
we reconstruct the synthetic vectorial functionf by using
the kernels given in Theorem 7 for different parameters
δ = 0.01, δ = 0.001 and δ = 0.0001 We have also
calculated the rooted mean square error for these values
of δ which are given in Table 1. For all values of the
parameterδ we used100×256×256grid points i.e.100
point along radius,256 points along longitude and256
points along latitude for the integration onB1(0) = V .
To compute our convolution onV = B1(0), we use the
standard separation of an integral onB1(0)

∫

B1(0)

F (x)dx =

∫ 1

0

r2
∫

∂B1(0)

F (rη)dω(η)dr.

(17)

For the integral over the sphere, the most commonly used
sampling measures have support on either an equiangular

δ
Rooted mean square
in reconstructedf

10−2 0.0300
10−3 0.0100
10−4 0.0056

Table 1: Rooted mean square error in the reconstruction
of the synthetic vectorial functionf for different values
of the parameterδ.

grid or a Gaussian grid. We use an equiangular grid and
the quadrature theorem given in [7] and for the line inte-
gral we use the composite Simpson’s rule. Our vectorial
synthetic function is given by

f(y) = f(rη) = r3ηY3,2 (η) sin(η2) cos(η3) (18)

wherer = |y| andη = (η1, η2, η3) =
y
|y| for y ∈ B1(0).

Moreover,Y3,2 is a spherical harmonic of degree 3 and
order 2. Analysing the graphs in Figures 3 to 4 and the
errors in Table 1, we can say that we get a very good
approximation of the vectorial functionf .
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Figure 1: (a) is the graph of the absolute values of the
vector functionf plotted in they1 = 0 plane.
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Figure 2: (a) is the graph of the absolute values of the
reconstructed vector functionf using the kernel of The-
orem 7 with the parameterδ = 0.01. The function is
plotted in they1 = 0 plane.
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Figure 3: (a) is the graph of the absolute values of the
reconstructed vector functionf using the kernel of The-
orem 7 with the parameterδ = 0.001 and (b) is the
graph of the absolute values of the difference of the ac-
tual vector functionf and the reconstructed vector func-
tion f using the kernel of Theorem 7 with the parameter
δ = 0.001. In both cases, the function is plotted in the
y1 = 0 plane.
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Figure 4: (a) is the graph of the absolute values of the
reconstructed vector functionf using the kernel of The-
orem 7 with the parameterδ = 0.0001 and (b) is the
graph of the absolute values of the difference of the ac-
tual vector functionf and the reconstructed vector func-
tion using the kernel of Theorem 7 with the parameter
δ = 0.0001. In both cases, the function is plotted in the
y1 = 0 plane.
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