World Applied Sciences Journal 12 (4): 509-518, 2011
ISSN 1818-4952
© IDOSI Publications, 2011

HAMAD Formulations: General Formulations for Exact
and Similarity Transformations of ODEs and PDEs

M.A.A. Hamad

Department of Mathematics, Faculty of Science, Assiut University, Assiut 71516, Egypt

Abstract: The current paper outlines a new algorithm, which is used to determine the exact solutions of
ODEs and the similarity transformations of PDEs whose the invariant groups are known. Three groups of
formulations (named by HAMAD Formulations) are presented: (I) Formulations for the exact solutions of
ODE. (IT) Formulations for similarity transformations of PDEs contains two independent variables. (III)
Formulations for similarity transformations of PDEs contains three independent variables. By using these
formulations enable readers can calculate the similarity transformations which transform PDEs to ODEs
and also can calculate exact solutions of ODEs. Some examples are presented.
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INTRODUCTION

Group theoretic methods provide a powerful tool
because they are not based on linear operators,
superposition, or any other aspects of linear solution
techniques. Therefore, these methods are applicable to
nonlinear differential models. The concept of a
symmetry of a differential equation was introduced
by Sophus Lie at the end of the 190 century while he
was searching for a general theory of solving
differential equations Schwarz [I]. Although Lie has
obtained numerous results for partial differential
equations, only the concept of a similarity
transformation, introduced as a systematic method
about 50 years after Lie’s death by Birkhoff [2], caused
broader applications and led to a better understanding
of various apparently unrelated results.

Mathematicians, Engineers and Scientists often try
to find ways and means to reduce the partial differential
equations into ordinary differential equations in order to
simplify the solution technique. The governing partial
differential equations are often solved using similarity
methods. Using similarity methods, the number of
independent variables are reduced and the equations are
transformed into ordinary differential equations which
can be more easily solved.

Group analysis is the only rigorous mathematical
method to find all symmetries of a given differential
equation and no ad hoc assumptions or prior knowledge
of the equation under investigation is needed. Morgan
[3] presented a theory which led to improvements over
earlier similarity methods. Birkoff B, 5] was the first

author introduced group methods as a class of methods
leads to a reduction of the number of independent
variables. Moran and Gaggioli [6, 7] presented general
systematic group formalism for similarity analysis,
where a governing system of partial differential
equations was reduced to a system of ordinary
differential equations.

This paper presents a simple method for obtaining
the exact solution of ODEs and the similarity
transformations which transform PDEs to ODEs .

MATHEMATICAL SIMULATION

The Mathematical Algorithm: Here we present the
main steps which apply to ODEs or PDEs to find the
similarity forms.

A diffeomorphism

Fixp )P (Xp T j=12eusk=12..m

is a symmetry of the PDE
dy, 02 "
L S E) (1)
aXJ aXJ aXJ

if it maps the set of solutions to itself; i.e. if

(R Tk Ve CASTS
ox;  ox? T ox"

when (1) holds (2)
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The procedure is initiated with the group G, a class
of r-parameters a;, i = 1,2,...,r of the form (see Moran
and Gaggioli [7])

X; =Ci(q,289,...,a) x; K¥i(a,a5,..,a,) ,1=1,2,...,8 3)
G:

?j =Y (@ayagp....q) Yj K i (a,ap,...,a5) , j=1,2,....m
where, r = s-1, C’s and K’s are real valued and at least
differentiable in their real arguments ay, a,,....,a,.

Transformations of the derivatives are obtained
from Gvia chain-rule operations

Sy, =(C3/CM)8, Sz, =(CP/CNCS (e (@)

where
S s
Sxi :a_’ XiXj T AL AL
Xi aXian

and S stands for y;, k=1,...,m.

The auxiliary conditions also should be mvariant
under the group G.

The transformations generators correspond to the
group Gare

S
0
Xy = Z(aik X; + Bik)ﬁ_xi +

- ) ®)
Z(a(ﬁs)k yj+B(j+S)k)a_’ k:1,2,...,s—1
= ]
where,
oCc*i
o =——(a7,a3,....a04)
6ak
oK™
Bi =——(@f,a3,...a) )
ag
oCY
Birs)k =E(a?’a%’-wa&1)
oK
BGrsyk = % (@}.a%,....a3 ;)
(6)

The characteristic equations which give the
solutions of the ODEs of m-dependent variables yj,
j=12,...,mare

dx B dy; _
ap x+Pyp gy +PBo

de
Um+1)1Ym + B+

@)

510

The characteristic equations which give the
similarity transformations of the PDEs of two
independent variables x;, % and m-dependent variables
¥i»1=12,..., mare
dx, __ dy

O X+ Py a3y B3
_ dym
Om+2)1 Ym +Bm+2)1

dx;

oy X+ B

®)

For a system of PDEs of s-independent variables,
s>2 and m-dependent variables y;,j=1,2,...,m.

Two ways can be used to reduce system this
system to a system of ODEs

Apply the one-parameter group (s-1) times, each
time will reduce the number of independent variables
by one, i.e. after (s-1) times the number will reduce to
one. The characteristic equations from which obtain the
new independent/dependent variables are

dxy _ dx, _
o X+ By op X+ By
__dxg __dy __dy, )
Og X+ Bg1 gy +Ba1 s Y2+ B
dy,

C(m+s)l Ym +B(mes)1

The following relations give the new independent
variables g, k=1,2,..., s-1.

Xm _ dXi

= , 1=23,...s
o X+ By oy X+ By

(10)

The following relations give the new dependent

variables F; (N1, n2,...,Ms-1),j= 1,2,....m

dXi _ dYJ
X +Bit  Oasy1 Yj FB(jes)1
€125}, i=1,2,...m

(11

Obtain the similarity generator X by cancelling

e Og 08
Xy Oxy4 DX

from the system
Xg=0, k=12,...,s—1 (12)

where X given in (5). The similarity generator is
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2

0
X= Z[ (X3, X4,...Xg)X; D (X3,X4,0005Xg) ]g
=l (13)

m

+Z[RJ’(X3X4. .. ,Xs) y_] +Qj(X3, X4,--->Xs)]

=l

o

where g;, h;, Rj and Q; are functions of the independent
variables X3, X4, . ..., Xs..

The characteristic equations correspond to the
generator X which give the similarity transformations
are

dx,  dx, 7ﬂ7ﬁ7 _dxg
g xy+h  gxy+h, 0 0 (14)
__dyy o dy, o dynm

Riyi+Q Ryya+Qy 7 Ry ym+Qp

From the first two fractions calculates the relation
between the new similarity independent variable n and
the independent variables x;,1=1,2,...,s.

From the first or the second fraction with a fraction
contains y; we can find the relations between the old
dependent variables y;, j = 1,2,..., m and the new
dependent variables Fj(n). Using the previous relations,
the PDEs transform to ODEs.

Now, I present the general formulations of the
exact solution of ODEs and the similarity
transformations of PDEs of two/three-independent
variables whose the invariant group are known. I call
these formulations HAMAD formulations.

HAMAD FORMULATIONS

Hamad Formulations for Exact Solutions of ODEs
of m-Dependent Variables: In this section, I present the
general formulations which give the exact solutions of
the ODEs of the independent variable x and m-
dependent variables yj, j 1,2,..., m. From the
characteristic equations (7), the formulations depend on
the values of o;; and Bj;, where i = 1,2,....m+1. Five
formulations are found which as following.

(Il) If g ;tO, a’(i+l)1 ¢O,i = 1,2,...,1'[1

From  Eq. (7), the formulation of the exact
solutions are
O(ig)1
Yi =——— (o x +Byy) M1 = (15)

Ot OL(i+1)1

(I2) If (€8] ;tO, (X(i+1)1 = O, B(iJrl)l #0 ,i: 1,2,...,m
Similarly, for this case the exact solutions are

511

By

yi =In| K (o x +Byp) M (16)

(13) Ifall :0, a(i+l)1 = 0, Bll 750, B(i+l)l¢ O,i: l,2,...,m
i :&X + ki (17)

B+
(14) Ifall :0, (X(i+1)1 * 0, Bll iO,i = 1,2,...,m
. o i
i = k; exp( Ly Ba+ (18)
OL(irnyl Bi1 Oisnyl

(15) If (a’ll * OOI'B” * 0), (x‘(i+l)l:0’ B(l+l)l:0’1 = 1,2,...,11]

i =k (19)
where, k;, i = 1,2,...,m are constants. The constants o,
Oi+1, Pi, Pir1, ki, 1 = 1,2,...,m will be determined to y;
satisfy the ODEs.

HAMAD Formulations for PDEs of Two
Independent Variables: Consider PDEs of two
independent variable x;, % and n-dependent variables
Vi»J = L.2,..., mFrom the characteristic equations (8)
the similarity transformations are given from the
following formulations which depend on the values of
i, Bir, 1 = 12,..., mt2. Five formulations for the
similarity variables are found.

(IIl) If Oy 730, (€531 #0

The new independent
independent variable) is

variable mn (similarity

_ (0% +By)™
(o1 %) +Byp) ™!
or
_ X +Py
(ogy%p +By)™

oy,

(20)

and the dependent variables y; have the following
formulae,

(l) For (x‘(_]'B) 1 #0 ,j = 1,2,...,m
Also from Eq. (8) the relations between the original
dependent variables y; and the new dependent variables
Fi(n) are
LN

(o X +Br) 41 F(n) -

v = Poar s Q1)
! A+2)1 A+2)1
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(11) For (X‘(J'Q) 1= 0, B(_]+2)1 * O, j:1,2,...,m

Biie)1

yi=In| (o X +Bip) * Fm)f, k=1,2 (22)

For this case the new independent variable has the
following form

n=Bux—Prix2 (23)
The dependent variables are as following
(1) For a(ja)l #0 ,j = 1,2,...,m
B S DL W Em) - Bt L k=12 (24)
A+2)1 k1 AG+2)1
(ll) FOI‘Q,(J'WQ) 1= 0, B(j+2)l¢ 0, j= 1,2,....m
o
yj =F (T])"'%st k=1,2 (25)
k1

(13) If oy =0, ay; #0,B y# 0

The new independent variable corresponds to this
caseis

N =(ct; X5 +B2 )P exp(—ay; X)) (26)

For the dependent variables we have

(1) for a(jQ)l ;tO,j :1,2,...,m

y; = given in Eq. (21) with k = 2 or y; = given in Eq.
(24) withk =1

(ll) a’(]—Q) 1= 0, B(jJrz)l * 0, j= 1,2,...,m

y; = given in Eq. (22) with k = 2 or y; = given in Eq.
(25) withk=1

II4) If oy =0, By =0,(0ty # 00r By # 0)
The similarity independent variable is

T] =X (27)

The dependent variables are as following

512

j=12,...,

oy 0> Yj
=giveninEq.(21)withk =2

oy =0s1# 0>y;
=giveninEq.(24)withk =2

(i) For

oy # 0— Yj
=giveninEq.(22)withk =2

ay; =0Bs1# 0> y;
=giveninEq.(25)withk =2

Agigy1=0.BGeon 2 0=

(IIS) If (l(j_g) 1= B(_]-B) 1= O, j: l,2,...,m
The dependent variables are

yi=Fm) (28)
where, 1 takes one from the previous forms.
The constants a;; and aj;, j = 12,..., m+2 will be

chosen to get the full similarity representations.

HAMAD Formulations for PDEs of 3-Independent
Variables: Two Steps to get the similarity
transformations for system of partial differential
equations contain three independent variables. Consider
X, 1=123 are the independent variables and yj,
j mare the dependent variables.

Step 1: From equation (10) with i = 2,3 the new two
independent variables 0, 1, are

(u‘ll X1+|311) !
Ni-1 =
(atyy X1 + By )0
or
o Xj + By

o
(o X+ By

Ni-1=

=23

b
loy,

29)

Using the equation (11) can obtains the relations
for the dependent variables y;, j = 1,2,..., mwhich take
the same formulations in section 4, but instead of k=
1,2 writes k = 123 and instead of Fj(m) writes

Fi(m1.m2).

Step 2: From equation (5), the transformations

generators for this case are

3
0
Xy = Z(aik X + Bik)a—x1
(30

Z(Q(J+3)k}]_]+ B(m)k)

j=1
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By deleting 0g/dx; from the two equations Xkg =
0, k = 1,2, where g is a function of all independent and
dependent variables. Then the similarity generator is

3
0
X= Z[(Mizl X +Pi112) Xj +P1i21 X +01121]§

i= i
- 31)
| M(emiXi+eg )Yj| o
+z (G+3)21X1 T P(j+3)112) Y
P +P1G+3)21 X1 T O1(j+3)21 oy;j
where,
Mijmn = Olim Ojn — Olip Ojm
Pijmn = %imBjn — %in Bim (32)

Gijmn = Bim Bjn = Bin Bjm
The characteristic equations of (31) are

The similarity independent variables is

dx, dx,
0 (M22iXi +P2112)X2 +P1221X1 +O1221
_ dx;
(M321X1 + P3112) X 3t P1321X1 + 01321
- 4y, (33)
(Ma21X1 +P4112)Y1 + Pra21X) + Ora21
= dy =..
(Ms21X1 +P5112) Y1 +Pis21X) + Oys521
_ dyy
(M@+3)21X1 +P(n+3)112) Yn + P1m+3)21X1 + C1n+3)21

from which I introduce HAMAD formulations for the
new similarity variables (independent and dependent).

The new independent variable m (X;, %, %) and the
dependent variables forms depend on the values of

Xjmn > Pijmn and Gjjmy as following

(X201 X1+ )
_ 301 X1+ P3110) X3 + Prag; X + Oy [ 12 M TP

[(A1221 X1 +P2112) X2 + P1221X 1 + O1221

or

](7‘1321 X +P3112)

[(M1321 X1+ P3112)X 3 P1321X 1 + O301] (34)

[ (Ma21 X1+ P2112)X2 +P12a1 X + G121

:I(Mszl X1+P3112)/ M 1221 X1+P2112)

The formulations of the dependent variables y; depend on the following cases

(l) If (x‘l(j+3)21 #0 or p(j$)112 * 0), j:1,2,...,m

[g21 X1 + Pri12)Xk +P1k21X 1 + Okl

]()wﬁzm X1+P(3)112)/ hikz1 X1 +Pk112)

P1(+3)21X1 + O1(j+3)21

]

where, k=2, 3.

F, (1) . k=23 (35)
M (+3)21 X1 F P(j43)112 MiG+3)21 X1 +P(3)112
(i) If & j43y21 =P payii2 =05 (Prgzpa1 # 0 0r 61301 # 0),j=1,2,...,m
¥ =I0[F [Cukar) + Pii12)Xx +Prick + Oy | 700280 Gaeiipue) (36)
(2) If X201 = P2112=0, Q1221 # 0 0r G121 #0),(A1321# 0 or p3y15#0)
For this case the dependent variable is
—M321 X1~ P3112
N =[(M321X1 + P3112) X 3+ P1321X | +O 321 Jexp(——"=) (37

P1221X1 T 01221
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and the independent variables are

(1) If (}\.10+3)21 #0 or p(]'3)112 * 0), j=1,2,...,m
yj =givenin Eq. (21) withk =3

or

Em)

i=
M+3)21 X1+ P143)21

Mz X1 + P1(j+3)21)

P1221 X1 + O1221

xp(

(33)
_ P1e3)21 X1+ O1G+3p1

Me3)21 X1+ P1G43)21

(i) If %yeap1 =P(iay112 =05 (Pr(jea1 # 0 or
Oigsap1 #0),j=12,..,m

y; = givenin Eq. (22) withk =3

or

P1G+3)21 X1+ O1(j+3)21
yj= Fin) +— 2 o (38)
P1221 X1 01221

(MI3)If

Mi221 =P1221 = P2112 =C1221 =0,
(Ay321 # 001 py3p; =001 p3j1p #0010 135 % 0)

For this case, the similarity independent variable is
n=x (39

The dependent variables are

() If (A321# 0 or p3yyp # 0)

Here, two cases are found

(@) (i e3)21 # 0 01 pjiayri2 # 0),j=1,2,....m

y; = given in Eq. (21) withk =3

(b) 2143121 =P 33y112 =0, (P1 G321 # 0 OF
O1(+3p1 = 0),j=1,2,...m

y; = givenin Eq. (22) withk =3
(i) If 2351 =p3112 =0, (py32) #0010 3, # 0)

Also, two cases are obtained
(@) (hy(e3)21 20 or pizyr12 #0), j=1.2,...m

yj = given in subsection (I1I12)(i) but instead of p22; and
G221 Write p1321 and o732 respectively.

(®) 7\'I(J‘r3)21 =P( #3112 :0,(P1(j+3)21 #0 or
Gy+3p1 #0),j=1,2,...m

yj = given in subsection (III12)(ii) but instead of pi22;
and oy, write p13p; and G732 respectively.

(114) If
M(j+3)21 = PiG+3)21 = P(3)112 =O1¢+3)21 =0, j=1,2,....,m
yj=F; @) (40)

where n is one of the previous formulations in
subsections (29), (30) and (31).

EXAMPLES

Example 1: Consider the first-order ODE

dy
= 41
oY (1)

has the following one parameter group G.

G:{X:C (a) x + K*(ay) W)

y=C"(a) y+K”(ay)

and the transformation of the derivative is as follows
(using chain-rule)

d_?zcy(_al)d_y (43)
dx  C*( ) dx

The invariant condition is

when

——y=0 (44)

From Egs. (42) and (43) then

dy _ C¥V.d
2§y +KY) (45)
dx CX dx

Equation (45) satisfies the invariant condition (44) if
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KY =0 (46)

Then

C* =1, KY=0

Then, the group Gbecomes

G:{f:x+Kx(a1) .
y=C’(a)y
From Eq. (6) then
o1 =0, By =0 (43)
From the formulation (18) withy; =y, then
k o
yi =y =—exp(—2hx) (49)
a Bui

Substituting from (49) into (41), we get oy = Bi1.
Then the exact solution of Eq. (41) is
y=c &, c=k;/ay (50)

Example 2 Consider the following first-order ODE of
two dependent variables

2y =£oo0 1)

Similarly, the one parameter group G has the
following form

X=C*(a) x +K*(a;)

G:{y=(1/C*(a)))y (52)
Z=(1/C*(a)))z

From (6) with consider y; =y and y, =z then
—%i

B =B31=0, ay =a3y=—— (53)
m

where, m = [Cx(alo)]z. Fromthe formulation (15) then

—-mk _
n=y= o L (o x +By) t/m
" (54)
m y
Yy=z= 2 (ayx+By)
o

where, k;, k and m are constants. Substituting from
(54) into (51), we get

_ 2
m=1, kg =2 (55)
ky +(0y)
Hence, the solution of (51) is
k,a _
= kf—l)z(% x+p) !
2 e (56)
z= —z(oc1 X+ ]31)_1
o
Example 3: Consider the third-order ODE
a3 y 1 d? y
—S+sy—5=0 (7)
dx® 27 dx?
has the one parameter group G:
. :{fzcx (a)l() x+ K (ay) 58
y=(1/C"(a))y
and from Eq. (6) we give
—a
Ba =0, op =—, m=(C"@")’ (59)
Using the formulation (15), then
—k;m 1/m
y=——(a;x+B)7" (60)
a1

From (60) and (57), then Eq. (60) holds the ODE

(57) if m = land k; = -6(ciy1)*. Then the solution of
(57)is

6(111

—_— (61)
oy X+ By

Example 4: Consider the one dimension heat equation

ou o%u
E:aﬁ (62)

Similarly, the PDE (62) is an invariant under the
following group G

XZCX( al)x + Kx(al)
T=(C*(a) * t+K '(a)) (63)
u=C"@a) u+K"a,)

G:
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Assume, x; =t, % = xand y; = u, then from Eq. (6)
we get

(CA}] =2m0,21, m:Cx(alo) (64)
From the formulations (20) and (21), then
_ (azlx -'_[321)21’110%1 (65)

(2mouy; t+PByy)*

1
Y1 = 0= (o x4 B R - B k=12
031 31

(1) fork=1

1
u=—(2moy; t+By )"/ E (T])—h
031 a3

(67)

Substituting from (65) and (67) into (62), then

m = 1 is the value that give the full similarity
representation. Then, Eq. (62) transforms to the
following ODE (similarity representation)
4an@ Ve gy pgqd /e oo Ly g
21
(68)
2 O3
* > 7 =0
(021 (a1

Where primes in (68) denote to differentiation with
respect to m and op; = P3; are nonzero arbitrary
constants.

If we put for example o,; = 1/2 and B3; = 1, the
similarity representation of (62) becomes

oF, "+ 2nF,'-4F =0 (69)
(ii) Fork=2
— ! gy /0y _ Bai
u=——(0ty X +B3) F(n)-— (70)
a3y a3
Similarly, m = 1 gives the complete similarity

representation. Then using (65) and (70) the PDE (62)
transforms to the following ODE

a3 @ 21*1)+4(0t21)3

2
dooy)t m 202 g

2 2 ,
20 (ap1) (2agz; +2(0y) " —ay)nk

(7))

1
I+—
2 '
()™ n “F'+ 205 @3 —0y) F =0

516

where, a1 and 3; are nonzero arbitrary constants.

Example 5: Consider the following second-order PDE.

2
Qu, o 0 (72)
ot ox 0 y
with the boundary conditions
=1 at y=0,t>0
u at y > 73)
u—>0 as y—> o, t>0
(66)

Using the invariant condition (2), I have gotten the
PDE (72) and the boundary conditions (73) are
invariant under the following two parameters group

- 1 ¢
{ =t +K'(ay,a,)
(C¥(apa))> b

x+K*(a;, &)

1

1
(Cara))? (74

=C"(a,a;)y
=u

=l <l

By considering t = x, X =%,y =% and u = yy,
then from (6) we get

0y =04y =P31 =P41 =P32=P42 =0,

2
O =0 =——5 03,
m

(75)
Qg =02 = =503,
m
m=CY(a%a,%)
Substituting from (75) into (32) then
M3t = M2o1 =Ma21 =P1321 =P1421
=P4112 = O1321 =C1421=0, (76)

—m3

P3112 —T P2112

Substituting from (76) into the formulations (34)
and (40), then the new independent variable and the
dependent variable (similarity transformations) are

mpouz
n=y(Papx+pnit+om) 2 . u=Km (77)
From (72), (73) and (76), we get m= -1, pp11p = 1
give the complete similarity representation. Then the

similarity transformations become
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= Y . u=F ) (78)
\/X +P1221t+ 01221

where, pi2; and oy, are arbitrary constants. The
transformations (78) map Eq. (72) and the boundary
condition (73) to the following ODE

1
Fl"+3n(F1 +pi2) §'=0 (79)

with the boundary conditions

F(0)=1, F(»)=0 (80)
Example 6: Consider the second-order PDE of three
independent variables

ou ou
—tu—-+
ot ox

ou _62u

v— (81)
Oy 8y2

Similarly, Eq. (81) is invariant under the following
one parameter group

T=(CY(a) t +K'(ay)

X=(CY(a))*x +K*(a)

Gy y=CY(a) y+K(a)) (32)
u=u

V=(1/CY(a)))v

Consider x, =X, % =t, % =y,y; = u and y, = v.
From (29) the new two independent variables are

_oypt+PBy

_ _ a3ly+B3l (83)
ap X+ Py

,=
(augyx + Byp) S

From (21) and (28) with replace F; (), F» (n) with
Fi (M1, M2), F1 (N2, n2) then the dependent variables take
the following formulations

3 3
u=F1(n1,n2), V=(0(11X+[3“) e /o) Fz(nl 7n2) (34

Substituting from (83) and (84) into (81), we
reduce the independent variables to two and the PDE
(81) becomes

2
K OF OF,
T +4 K- D)—+2m F -B)—-=0  (85)
o, ony ony

Eq. (85) is invariant under the following one
parameter group

m =(C"(a)*n,
M, =C™ (a)n,

J= 1
G2' F1 :WFI (86)

T _ 1
C"2 (a)

F,

Using (6) with the ormulations (20) and (21), the
similarity independent ) and dependent Gi(m), Gy
(n)) variables are given as following

L

N=05 My (2may;n)>™ (without lose
-1

of generality) = n=n,(1;)>™ (87)
3 =L
R = o (2masn)™ G, () (without lose
20y
=
of generality) = F =(n; " G; () (88)
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F, = %(Zm dyy nl)zm3 G, (n) (without lose
21

1
of generality) = F, =(1;) 2m’ G,(n) (89)

where, m=C" (a").

By substituting from (87), (88) and (89) into (85),
the complete similarity representation is given when
m=1, as follows

G,"+2(n-Gy) G'+4(1-G) G, =0 (90)
CONCLUSION

In this paper we have presented the following
forms

e  Formulations for the exact solutions of ODEs
e Formulations for similarity transformations for
second dimensional PDEs

e Formulations for similarity transformations for
third dimensional PDEs
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