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Abstract: Heart disease is the leading cause of death and it is necessary to predict it at earlier stages to save
the life of human beings. Many researchers proposed number of data mining algorithms to predict the heart
disease. Different algorithms gives various levels of accuracies. Here I am comparing the accuracies of few
classification algorithms Random Tree, Naïve Bayes, Decision Tree and Random forest. The Hungarian_csv
database with 294 instances and 14 attributes age, sex, cp, trestbps, chol, fbs, restecg, talach, exang, oldpeak,
slope, ca, thal and num were used here for the analysis. RapidMiner Software is used to experiment the collected
datasets. It is a software platform developed by the company of the same name that provides an integrated
environment  for  machine  learning,  data  mining,  text  mining,  predictive  analytics and business analytics.
The collected datasets are passed as input to the above mentioned classification algorithms and the result
obtained is analyzed and different views. It is found that Naïve Bayes gives the best accuracy of 79.25% with
next 78.24% of accuracy by Decision Tree. Random tree gives 75.14% accuracy while Random forest stands next
with 74.16%. The different measures and results were tabulated and charted.
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INTRODUCTION

As people have interests in their health recently,
development of medical domain application has been one
of the most active research areas. One example of the
medical domain application is the detection system for Fig. 1: Proposed Model
heart disease based on computer-aided diagnosis
methods, where the data are obtained from some other There is a wealth of data available within the
sources and are evaluated based on computer-based healthcare systems. However, there is a lack of effective
applications [1]. Diagnosis of heart disease is a significant analysis tools to discover hidden relationships and trends
and tedious task in medicine. The term Heart disease in data [3]. The World Health Organization has estimated
encompasses the various diseases that affect the heart that 12 million deaths occur worldwide, every year due to
[2]. The healthcare environment is still information rich the Heart diseases. Half the deaths in the United States
but knowledge poor. and other developed countries occur due to

The Proposed concept of the paper is given  below cardiovascular diseases [4]. As large amount of data is
in the Figure 1. The test and training data is  given as generated in medical organizations (hospitals, medical
input to the classification algorithms and the accuracy is centers) but as this data is not properly used. There is a
compared for analysis. wealth of hidden information present in the datasets [5].
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Diagnosing of heart disease is one of the important information for decision making. By using data mining
issue and many researchers investigated to develop techniques it takes less time for the prediction of the
intelligent medical decision support systems to improve disease with more accuracy. The healthcare industry
the ability of the physicians [6]. Heart disease is the collects huge amounts of healthcare data which,
leading cause of death in the world over the past 10 years. unfortunately, are not “mined” to discover hidden
Heart disease is a term that assigns to a large number of information, to take decisions effectively, to discover the
medical conditions related to heart [7]. Heart disease is a relations that connect parameters in a database is the
major health problem and it affects a large number of subject of data mining [13]. Classification is an important
people. Cardiovascular Disease (CVD) is one such threat. data mining technique with broad applications to classify
Unless detected and treated at an early stage it will lead to the various kinds of data used in nearly every field of
illness and causes death [8]. Cardiovascular disease is the human life [14].
principal source of deaths widespread and the prediction Researchers have long been concerned with applying
of  Heart  Disease  is  significant  at  an  untimely  phase. statistical and data mining tools to improve data analysis
In order to reduce number of deaths from heart diseases on large data sets [15]. Several Data mining tools and
there has to be a quick and efficient detection technique Techniques are available to analyze the huge volume of
[9]. health care data to predict life threatening diseases like

Rapidminer: RapidMiner is one of the world’s most Organizations are maintaining history of data for future
widespread and most used open source data mining analysis [17]. Heart disease is one of the life threatening
solutions. The project was born at the University of disease overall the globe. [18]
Dortmund in 2001 and has been developed further by
Rapid-I GmbH since 2007. With this academic Random Tree: The design view of Random Tree is given
background, RapidMiner continues to not only address in Figure 2 below which includes the UCI Cleveland
business clients, but also universities and researchers dataset with 295 instances and 13 attributes, a cross
from the most diverse disciplines [10]. validation Operator with 10 fold cross validation, Apply

Model and Performance evaluation operator with
Data Mining And Classification: Data mining is used to necessary parameter values for execution.
discover the unknown knowledge from the known
information and build predictive models. It is a step to
discover knowledge from the data bases. This discovered
knowledge can be utilized by the medical practitioners to
reduce the time in diagnosis. Data mining is the process
of analyzing data from different perspectives and
summarizing it into useful information. Data mining Fig. 2: Design view of Random Tree
techniques are used for variety of applications. Data
mining techniques have been very effective in designing The UCI Cleveland Switzerland dataset with 295
clinical support systems because of their ability to instances and 13 attributes is fed as input to the Random
discover hidden patterns and relationships in clinical data. Tree in Rapid Miner. It gives the accuracy of 75.14%. The
One of the most important applications of such systems other related measures are as Kappa static 0.421, absolute
is in diagnosis of heart disease [11]. Data Mining is an error of 0.348%, relative error of 34.83% and Root mean
important extraction of hidden, unknown and potential squared error of 0.420. 
helpful information about data. The Confusion Matrix obtained is given below In

Data mining gives a set of technique to find hidden Table 1 for analysis.
or unknown pattern from data. Heart Risk (HR) prediction
is important and complicated task that is essential to be
executed efficiently and accurately diagnosing the heart
problem based on doctor’s knowledge and experience
[12]. Data mining provides the methodology and
technology to transform these heaps of data into useful

Cancer, diabetics, Liver diseases and Heart diseases [16].

Table 1: Random Tree Confusion Matrix

true '<50' true '>50_1' class precision

pred. '<50' 158 43 78.61%
pred. '>50_1' 30 63 67.74%
class recall 84.04% 59.43%
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The Tree obtained is given below in Figure 3 for reference.

Fig. 3: Random Tree

Decision Tree: The design view of Decision Tree Classifier is given in Figure 4 below which includes the UCI Cleveland
dataset with 295 instances and 13 attributes, a cross validation Operator with 10 fold cross validation, Apply Model and
Performance evaluation operator with necessary parameter values for execution. 

The design view of Random Forest Classifier is given in Figure 6 below which includes the UCI Cleveland dataset
with 295 instances and 13 attributes, a cross validation Operator with 10 fold cross validation, Apply Model and
Performance evaluation operator with necessary parameter values for execution.

Fig. 4: Design View of Decision Tree
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Random Forest: The UCI Cleveland Switzerland dataset with 295 instances and 13 attributes is fed as input to the Naïve
Bayes Classifier in Rapid Miner. It gives the accuracy of 78.24%. The other related measures are as Kappa static 0.499,
absolute error of 0.247%, relative error of 24.19% and Root mean squared error of 0.378.

The Confusion Matrix obtained is given below in Table 2 for analysis

Table 2: Decision tree Confusion Matrix.

true '<50' true '>50_1' class precision

pred. '<50' 167 43 79.52%

pred. '>50_1' 21 63 75.00%

class recall 88.83% 59.43%

The Tree obtained is given in Figure 5 below for reference.

Fig. 5: Decision tree Generated

Fig. 6: Design view of Random Forest

The UCI Cleveland Switzerland dataset with 295 instances and 13 attributes is fed as input to the Random Forest
Classifier in Rapid Miner. It gives the accuracy of 74.16%. The other related measures are as Kappa static 0.338, absolute
error of 0.271%, relative error of 27.06% and Root mean squared error of 0.418.

The Confusion Matrix obtained is given in Table 3 below for analysis.
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Table 3: Random Forest Confusion matrix
true '<50' true '>50_1' class precision

pred. '<50' 181 69 72.40%
pred. '>50_1' 7 37 84.09%
class recall 96.28% 34.91%

The Tree obtained is given in Figure 7 below for reference.

Fig. 7: Random Tree Generated

Naïve Bayes: The design view of Naïve Bayes Classifier is given below in Figure 8 which includes the UCI Cleveland
dataset with 295 instances and 13 attributes, a cross validation Operator with 10 fold cross validation, Apply Model and
Performance evaluation operator with necessary parameter values for execution.

Fig. 8: Design View of Naïve Bayes

The UCI Cleveland Switzerland dataset with 295 The Confusion Matrix obtained is given below in
instances and 13 attributes is fed as input to the Naïve Table 4 for analysis. 
Bayes Classifier in Rapid Miner. It gives the accuracy of The accuracies obtained with different classifier is
79.25%. The other related measures are as Kappa static tabulated in the Table 5 below.
0.530, absolute error of 0.217%, relative error of 21.75% The accuracies of different classifier obtained is
and Root mean squared error of 0.424. charted below in Figure 9 for analysis.
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Fig. 9: Accuracies of different classifiers associative classifiers." International Journal on

Table 4: Naïve Bayes Confusion matrix

true '<50' true '>50_1' class precision

pred. '<50' 167 40 80.68%

pred. '>50_1' 21 66 75.86%

class recall 88.83% 62.26%

Table 5: Accuracies of classifiers

No Classifier Accuracy

1 Random Tree 75.14%

2 Naïve Bayes 79.25%

3 Decision Tree 78.24%

4 Random Forest 74.16%

CONCLUSION

The accuracies of different classifiers with UCI
Cleveland dataset is experimented with the support of
Rapid Miner software. The test and Training Datasets
were passed as input to the Random tree, Naive Bayes,
Decision tree and Random Forest. It is found that Naïve
Bayes better accuracy of 79.25%, Decision Tree with
78.24%, Random Tree with 75.14% and Random Forest
with 74.16%. In future, the accuracies of these algorithms
can be further improved by preprocessing the datasets as
the datasets may subject to noisy, inconsistent, missing
and outdated values. These improved results can be used
by healthcare professionals to predict the heart disease
earlier.
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