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Abstract: Nowadays, technology-supported learning systems (TSLSs), such as intelligent tutoring systems
(ITSs), adaptive hypermedia systems (AHSs) and, especially, learning management systems(LMSs) such as
Moodle or Blackboard, are being widely used in many academic institutions and becoming essential for
education. The Domain Module is considered the core of any TSLSs as it represents the knowledge about a
subject matter to be communicated to the learner. In the existing system, proposed a DOM-Sortze it is a system
that uses (NLP) natural language processing techniques, heuristic reasoning andontology is the semiautomatic
construction of the domain module initial electronic textbooks. But in this system, still lack in the identification
of pedagogical relationships. This is needed to improve in this system. In other words, DOM-Sortze system is
not able to including the new rules of the pedagogical relationships. To overcome this issue, we are using
learning techniques to learn the new rules in the pedagogical relationships. In our proposed system, we are
proposing the SVM (support vector machine) learning approach intended for learning process. Our machine
learning methods are used to infer new rules in order to improve the identification of pedagogical relationships
or the DRs in the electronic textbooks.
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INTRODUCTION Outline Analysis: Read the overview of topic that

Ontology learning is nothing that the gathering of they are given to summarized details and given meaning
domain with helps of different resource which gathering information and get low cost .they are two outline
in the automatic or semiautomatic ways which are N analysis Basic analysis and Heuristic analysis [7] [8].
number of works [1]. Automatic in the sense it will gather
the domain ontology from different resource by Basic Analysis: When mining an index item it surfs for
automatically in semiautomatic process gathering of sub item and its pedagogical relationships in the internal
domain  is integrated by manual process [2]. This representation in order to learn its sequence the index are
ontology process combine the NLP technic machine sub item is relations are [9] [10] isA and part of.
learning technic to build the domain ontology are it is
used to enhance the domain ontology. Pedagogical Heuristic Analysis: Checks whether the recognized
relationships  is  a  structural  way  it  is  four process are relationships match with in define heuristic to be unique
in  LDO  Gathering  is A  and  part   of   or  Prerequisite [11]. They are two relationships in heuristic it is structural
and next  [3] [4]. The X Y X relationships is declares in isA and part Of relationships and sequentialisA

topic  is  a  particular  mild of  Y.  Part of X Y which relationships in Prerequisite and next.part Of 

may differ from X and Y. The Prerequisite is Y XPrerequisite

if we attempt to learn the topic Y we should know the Heuristic for Structural Relationships
master state relationship of topic X.while X  Y precise Multi Word Heuristic: The way used to extract thenext

it is suggest to learn topic Y rights after control topic Y information about isA relation. It checks isA relationship
[6]. is Plausible probable or not via taxonomic relationships.

document are structure way it used to semiautomatic so
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Entity Name Heuristic: The relationship that exists successful  syntax  analysing  and  disambiguation
between the item and sub item of entity isA relationships system  for  recognizing  structural relationships A and
[12]. part  of  and  Prerequisite   sequential  relationship

Acronym Heuristic: The most frequently used words are empirical analysis of textbooks that corresponds to
name or listed under acronyms. primary school for grammar definition 13 rules for A

He-MWH: Using the He-MWH it has to be check that sub used. It include the equivalent for Hearst’s pattern are
item forms the multiword term of outline item [13]. used in many ontology learning approaches to identify

Possessive Genitives Heuristic: It uses part odf sequence syntactic structure like [24] [25] NP0, NP1, NP2…. (and
relationship to diagnose the relation between item & sub 10r,) NPn, where NPi is noun phrases corresponds to a
item for reference. term or topic.

Keyword Heuristic: The keywords are identified based on meaning of another general word Example. In terms of
the outline analyzed and can be easily if new once are different type of colour hypernyms is the colour that is in
found [14]. range between crimson and violet [26] [27]. Hyponyms is

Heuristic for Sequential Relationships: Reference Examples: look can be stare, view gage and peer [28] [29].
Heuristic: if it used the sentence of one words the next It refers the different type of look. 
word can be automatically generated foe Reference
Heuristic [14] [15]. Generation of the DRs: The DRs is identified from

Document  Body  Analysis: Document body analysis gets example facts, theories and other problem statements for
improve than the previous phase with new domain topics 100 topics [30] [31]. 100 topics are first labelled as
[16]. The hybrid method combine the NLP technique and document internal representation with part of speech,
statistical method in term of extraction are used in last few then DR grammar is used find text fragments which
years A set of pattern such as ((A|N) +|((A|N) * (NP) ? includes set of rules which define the different pattern
(A|N)*)N [17] [18] to the set of candidate terms A is that have been found in the text book for primary school
adjective N is Noun, P is preposition are used go fitter or and tested on a set of textbooks for primary school. The
get appropriate result applied some term hood measure to patterns are most common syntactic structure. Constraint
rank the set of candidate terms [19]. In DOM-SORTZE, grammar is used for developing electronic document from
term extraction is done by ErauztermUsual noun phase the DRs Grammar [32] [33].
structure is used for term extraction Basque to get new do To observe performance, the DR grammar was texted
main topics .Domain relatedness is determined using on electronic text books. Initially defined rules are
different measures which consist of one word or removed from final version of DR grammar [34]. The
multiword terms gathered by Erauzterm [20]. identified DRs contain the sentence which triggered the

Identifying New Relationships among Topics: In this Every DR is labelled with domain and rules are identified
Process new structure way is identified from electronic and it can be used for later LO annotation process. The
document using a pattern based approach. this pattern DR grammar is identified by the DR grammar and
recognize relations between domain topics based on enhanced in two ways to make them more accurate. [35]
syntactic structures found in sentence any domain topics [36] When consecutive DRs similar they are combined
appearance is done to label the internal representation of and similarity measures are defined. Two consecutive
document Nested domain topics is identified and atomic definitions are combined to get more
proposed [21]. Grammar driven analysis is used to identify comprehensive DR. To keep the cohesion of the DRs,
a set of sentences which relates two or more domain previous fragments are added to each DR. The
topics the grammar is set of rules which describes comprehensive DR is built as aggregate DR of lower
syntactic structure that corresponds to pedagogical granularity and keeps the information of similarity rates
relations constraint grammar formalism is used to develop and composed techniques [37] [38]. In every DR the
and apply the grammar on documents. It is the most referred topics and the DR grammar rules are kept.

grammar is identified [22] [23]. The rules are defined after

relationship 6 part of and 1 prerequisite relationship are

the taxonomic relationships hypernyms, hyponyms from

Hypernyms is noun whose meaningis included in the

also refers to noun and refers to category of actions.

relevant text fragments which corresponds to definition

rule  for  another  DR which refers to the same topics.
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LDO Gathering: By identifying and gathering DRS, Los functions. This process is repeated k times for each
is generated. For particular educational purpose, subset to obtain the cross validation performance over
consistent fragments of documented which is related to the whole training dataset. If the training dataset is large,
one or more topics [39] [40]. NLP techniques are used in a small subset can be used for cross validation todecrease
ontology  driven process for identification and extraction. computing costs. The following algorithm can be used in
In this work LO generating approach is domain the classification process.
independent. Learning session (e.g. definition, etc...) uses
document which will be referred by DR, while LO refers to Input: Sample x to classify training set T = {(x , y ), (x , y )
reusable DR. The LO generation process is carried out by … (x , y )}; number of nearest neighbours k.
Erauz Ont, which is part of the DOM Sortze framework
[41]. Output: Decision y  Î {-1, 1}

The LOs gathering from electronic document is done
by following task: [42] [43] generating DRs, annotating Find k sample (x, y) with minimal values of K (x , x ) – 2 *
the DRs to become LOs and finally storing the generated K (x , x)
LOs in a LOR for further use. The LDO and ALOCOM Train an SVM model on the k selected samples
ontology which build the LOs from gathered DR and LOs Classify x using this model, get the result y
are stored in LOR for reuse [44]. Return y

SVM Learning: To identify the pedagogical relationship, Proposed Algorithm
machine learning methods are newly introduced in the Input: Number of the training samples (determined in
proposed system. For this purpose SVM as machine existing system) with dataset w as input data point for
learning methods are used. In the training phase new rules SVM classification 
in the pedagogical relationship or the DRs in the
electronic textbooks are learned and identified. Support Output: Classification result i.e., prediction of the
Vector Machine is based on decision planes which define pedagogical relationships result.
decision boundaries. A decision plane separates a set of
object from different class memberships. To separate the Procedure SVM (w)
two classes, SVM modelling algorithm finds optimal hyper Begin
plane with the maximal margin to separate two classes, Begin Initialize C=0 Get input file dataset w for training 
which requires solving the following optimization Read the number of input training dataset W from original
problem. dataset

Maximize: x  . w + b = 0

(1)

Subject to, If f(W)  1 for x is the first class Else f(W)  - 1 For x  is

(2) The prediction result for (i=1…n) number of training

where 0  b i = 1,2,... ... ..,n  Where  is the weight of Architecture for SVMi i

training sample x . If  > 0, x1 is called a support vector Performance Evaluation1 i

b is a regulation parameter used to trade-off the training Precision:  Precision  value  is  calculated   is  based on
accuracy and the model complexity so that a superior the retrieval of information at true positive prediction,
generalization capability can be achieved. K is a kernel false positive. In healthcare data precision is calculated
function, which is used to measure the similarity between the percentage of positive results returned that are
two samples. A popular radial basis function (RBF) kernel relevant.

1 1 2 2

n n
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x  . w + b = 1i

Decision function f(W) = x  . w - bi

i i

the second class.

samples [y(x  . w - b)  1 Display the result.i i
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Precision = predicts the domain module correctly or not. The

Recall: Recall value is calculated based on true positive done comparing it with the existing method. 
prediction, false negative. In healthcare, data precision is
calculated based on the True Positive Rate. Recall is the RECALL: Recall is the performance measure is used to
part of pertinent instance that are obtained. retrieve result and check whether it is relevant to the

Recall = done as follows:

TP (True Positive): In a statistical hypothesis test, there Recall = 
are two types of incorrect conclusions that can be drawn.
The hypothesis can be inappropriately. A positive test The comparison graph is depicted as follows:
result that accurately reflects the tested-for activity of an
analysed. If the outcome from a prediction is p and the
actual value is also p, then it is called a true positive (TP);

True positive rate (TPR) =TP/P

P = (TP+FN)

where P is the positive. TP is the True Positive.

TN (True Negative): A result that appears negative when The above graph plots the comparison of the existing
it should not. A true negative (TN) has occurred when methodology against an proposed methodology in terms
both the prediction outcome and the actual value are n is of the recall measure. In this graph x axis plots the number
the number of input data. of queries that are processed and the y axis plots the

True negative rate (TNR) =TN/N methodology provides an better result than the existing
N= (TN+FN) methodology.

where,
N is the Negative value.
TN is the True Negative.

FP (False Positive): A result that indicates that a given
condition is present when it is not. However if the actual
value is n then it is said to be a false positive (FP).
False positive rate ( ) = FP / (FP + TN)

FN (False Negative): False negative (FN) is when the
prediction outcome is n while the actual value is p.
False negative rate ( ) =FN / (TP + FN)

RESULTS AND DISCUSSION

The experimental results were conducted to show the
effectiveness of the proposed methodology in terms of
precision, recall, Accuracy and F-Measure. This attributes
are used to show whether the proposed methodology

comparison of classification of proposed methodology is

document or not. The calculation of the recall value is

recall measure value. This graph proves that the proposed
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Precision: Precision value is used to indicate that
whether the retrieved result is relevant to the
corresponding document or not. The precision is
calculated as follows:

Precision = 

The above graph plots the comparison of the existing
methodology against a proposed methodology in terms of
the precision measure. In this graph x axis plots the
number of queries that are processed and the y axis plots
the precision measure value. This graph proves that the
proposed methodology provides a better result than the
existing methodology.

F-Measure

It is a parameter of the test. CONCLUSIONS

The above graph plots the comparison of the existing NLP techniques, heuristic reasoning and ontologies for
methodology against a proposed methodology in terms of the knowledge acquisition processes. Our proposed
the Accuracy. In this graph x axis plots the number of system, introduce the machine learning methods which is
queries that are processed and the y axis plots the F used for effectively identify the pedagogical relationships.
measure value. This graph proves that the proposed We are using the SVM as machine learning method for
methodology provides a better result than the existing this purpose. In this approach, we are learning the new
methodology. rules  in  the  pedagogical  relationships  or  the DRs in the

Time Comparison: In this section total time taken to
extract the domain modules by both existing and the
proposed methodologies is compared. In the following
graph, the comparison is done with the consideration of
the accurate domain modules that are extracted. The
comparison of time consumption by both existing and the
proposed methodology are shown in the following graph.

The above graph plots the comparison of the existing
methodology against a proposed methodology in terms of
the time consumption. In this graph x axis plots the
methodology that are processed and the y axis plots the
time measure value in milli second. This graph proves that
the proposed methodology provides a better result than
the existing methodology.

In the previous work has presented DOM-Sortze, a
system for the semiautomatic generation of the Domain
Module from electronic textbooks. The system employs
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electronic textbooks in the training phase. Based on the 10. Chen, W., R. Lu, W. Zhang and H. Du, 1997. “A Tool
training phase, we can easily identify the pedagogical for Automatic Generation of Multimedia ICAI
relationships or the DRs in the electronic textbooks. Systems,” Proc. Int’l Conf. Artificial Intelligence in
Experimental results shows that our proposed system is Education (AIED ’97), pp: 571-573.
well effective than the existing system. Our system is 11. Chen P.S.D., A.D. Lambert and K.R. Guidry, 2010.
improves the accuracy of the system, thus undoubtedly “Engaging   Online    Learners:    The   Impact of
the performance of the system is improved. Web-Based Learning Technology on College
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