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Abstract: The unauthorized users are discriminated using an effective technique called keystroke dynamics
which is the analysis of typing rhythm of the users. To develop a repeatable evaluation procedure a number
of keystroke dataset is to be collected which used to detect the impostors. We collected a sample dataset from
52 users typing the same passwords each for 10 times and stored in the template using the preprocessing
techniques called Hausdorff timing. The gravitational search optimization is used as a feature selection and it
is used to compare the preprocessing technique Hausdorff timing with mean, median and standard deviation.
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INTRODUCTION recognition do not involve in any other conventional

The possession of login ID and password are used namely false positive and false negative. A false positive
by  most  computer  systems  to  prevent   user  access refers to identifying impostor to be a genuine user. A false
(i.e. impostors). If the detail is exposed to the impostor negative refers to the rejection of a genuine user
then they can access the computer system which will considering the user as an impostor. To achieve a high
result in security breaches [1-20]. So the transactions overall accuracy of the system it is desirable to maintain
based on computers through internet become vulnerable. both errors as low.
So the computer security enhanced to provide biometric
security. The attributes based on physiological and Keystroke Dynamics: Keystroke dynamics is a behavioral
behavioral are the two major forms of biometrics. measurement  which  aims  to  identify  user  based on
Physiological biometrics is biological/chemical traits that their typing rhythm. The principle behind keystroke
are innate or naturally grown for example face, palm, iris dynamics is to extract and analyze the way an individual
recognition, etc. and behavioral biometrics are types as opposed to only what the individual types [17].
mannerisms or traits that are learned or acquired for The typing rhythm includes how long a key is pressed or
example voice, handwriting, etc. In biometrics there are released.  The  duration,  latency,  digraph,  Trigraph and
two phases namely enrollment phase and verification n-graph are the attributes used to measure the keystroke
phase [20, 3]. values of a user as shown in Figure 2 [24-28].

As shown in Figure 1, the features are processed and
stored in database during enrollment phase which act as Some of the advantages of keystroke dynamics are
template for further purpose. During the verification phase Cheaper to implement
the same features are extracted and they are compared More distributed
with the stored template and if it is matched then the user More unobtrusive
is authorized otherwise unauthorized. The complex pattern Requires simply a keyboard and basic software

methods [21-23]. There are two types of error metrics
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Fig. 1: Phases of biometrics system

Fig. 2: Keystroke timing information

Some of the disadvantages of keystroke dynamics are (4)
Typing rhythm are inconsistent
Typing patterns vary based on the type of keyboard
being used. (5)

Feature Extraction: Feature collection is the process of Feature Selection: Feature selection is an important
collecting  the  user’s  data and storing in the template. technique  after  preprocessing  for  effective data
The sensor unit senses the keyboard timing of the user. analysis  in  many  areas  especially classification.
The preprocessing processes some of the data which are Relevant features are usually different to determine
sensed by the sensor unit. The feature exactor is the without prior knowledge in classification. So the feature
process whereby unique data are extracted from the selection used in this paper is Gravitational Search
sample and a template is created. The template for any two algorithm.
persons should differ whereas different samples for the Gravitational search algorithm (GSA) is developed
same person should be identical. The preprocessing based on the law of gravity and mass interactions.
techniques used here Hausdorff timing, Mean, median According to Newton law, each particle in the universe
and Standard Deviation. The Hausdorff timing is given by attracts other particle. In GSA a population of solutions
[1, 12, 15, 16, 21, 27]. (agents) is maintained. In GSA, agents are considered as

(1)

The other preprocessing techniques  are  the  mean
(µ ), median (m) and standard deviation ( ) which arei i

given using the equation [13],

(2)
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objects and their masses are used for measuring their
performance. All objects move towards the objects with
heavier masses. Heavy masses move more slowly and are
known as good solutions. There are three kinds of masses
which are taken as best solutions. M  is activea

gravitational mass which shows the strength of the
gravitational field because of a particular object. M  Isp

passive gravitational mass which is related to the strength
of an object’s interaction with the gravitational field?
Inertial mass or M , is related to the resistance of an objecti

to changing its state of motion when a force is applied.
The agents with bigger inertia mass have slower motion
in search space and a more accurate search while the
bigger gravitational mass has faster convergence due to
having a higher attraction [6, 11, 18, 22, 25]. Each mass
(agent) in GSA also has position corresponding to the
solution of a problem. Also, a fitness function is used to
determine the gravitational and inertial masses. In
equation (6), the position of i  agent in the d  dimensionth th

is i .d

(6)

In equation (7), (t) is the force on mass ‘i’ from

mass ‘j’ at time‘t’. M  Is the active gravitational mass ofaj

agent j? The passive gravitational mass of agent i am M .pi

Gravitational constant at time t is G (t).  is a small
constant and R (t) shows the Euclidian distance betweenij

agents i and j. It is defined as in equation (8).

(7)

R (t) = || X (t), X (t)|| (8)ij i j 2

rand Shows a random number in the interval [0, 1].j

The total force on agent i is as in equation (9).

(9)

The fitness function is calculated for each solutions
obtained and the best, worse of the maximum and
minimum values are calculated. The function of GSA is as
follows: 1) Initialize population, 2) Fitness evaluation for
each agent, 3) Update the fitness and acceleration for
agents, 4) Calculate the new velocity and position, 6) If
meet end of criterion, it is the best solution. The algorithm
of GSA is stated below.

Gravitational Search Algorithm
Initialize the population
do
Evaluate the fitness for each agent
Calculate mass (m) and position (a) for each agent
Update the velocity and position
While (end)
User authenticated
End

Classification: A class to which it belongs based on a set
of data is determined by Classification algorithms. One of
the important areas of research is Classification of
patterns and it has practical applications in a variety of
fields, including pattern recognition, artificial intelligence
and vision analysis. The typing pattern which is used to
authenticate a user is by using keystroke dynamics a
biometric based authentication. The user is genuine if the
typing style during verification process matches the
template stored in the database else it  is  imposter  user.
In authentication systems  it  is  very  important to
validate whether the presented biometric matches the
enrolled biometric of the same user. A variety of
classification algorithms have been employed in this
domain, including Statistical methods, Neural Network
algorithms, Pattern recognition techniques and Fuzzy
measure.

Adaptive Resonance Theory (ART) is an artificial
neural network and is a pattern matching process that
compares an external input with the internal memory of an
active code [26, 2]. ART matching leads either to a
resonant state, which persists long enough to permit
learning, or to a parallel memory search. If the search ends
at an established code, the memory representation may
either remain the same or incorporate new information
from matched portions of the current input. If the search
ends at a new code, the memory representation learns the
current input [4, 24]. This match- based learning process
is the foundation of ART code stability. Match- based
learning allows memories to change only when input from
the external world is close enough to internal
expectations, or when something completely new occurs.
This feature makes ART systems well suited to problems
that require online learning of large and evolving
databases. Match- based learning is complementary to
error- based learning, which responds to a mismatch by
changing memories so as to reduce the difference
between a target output and an actual output, rather than
by  searching  for  a  better match. Error- based learning is
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Fig. 3: Accuracy of preprocessing technique

Table 1: Latency feature data sheet of a user for the password “pass132” (6 samples)
S.No pa as ss s1 13 32 Mean Median S.D Hausdorff timing
1 12.070 12.060 12.070 12.060 12.051 12.043 12.059 0.083 12.060 12.070
2 12.051 12.080 12.080 12.070 12.067 12.049 12.066 0.096 12.067 12.080
3 12.060 12.080 12.060 12.010 12.050 12.054 12.052 0.113 12.054 12.080
4 12.080 12.080 12.090 12.086 12.060 12.054 12.075 0.101 12.080 12.090
5 12.064 12.065 12.066 12.071 12.070 12.078 12.069 0.059 12.066 12.078
6 12.070 12.060 12.070 12.060 12.051 12.043 12.059 0.083 12.060 12.070

naturally suited to problems such as adaptive control and In the experiment the input layer consists of four
the learning of sensor- motor maps, which require neurons, representing Hausdorff timing, mean, median
ongoing adaptation to present statistics [19, 8]. and standard deviation obtained from the feature subset

Experimental Results: The proposed system is neurons and the output layer is made up of one neuron.
experimented with the dataset which represent the typing The learning rate was arbitrarily assigned to 0.6 and
of 27 users on a single password. Duration, Latency, momentum  term  to  0.4.  The  appropriate parameter
Digraph of every user were collected for the samples values are chosen based on trial and error performed
typed by every user and the values are stored in the during  the  experiment  and  on  the  convergence and
template. The obtained sample is then used to calculate goal   performance   result.   This  value    is   compared
the mean, median, standard deviation and proposed with  target  output  of  0.1  and  error  value calculated.
Hausdorff timing for preprocessing. Table 1 shows the The adjusted weights between input to hidden and
measured keystroke feature values of latency timing of a hidden  to  output  are  also calculated. The threshold
user for the password “pass132” of the samples and the value  is  obtained from maximum to minimum output
corresponding mean, median, standard deviation and within  28  iterations.  Similarly twenty five weights are
Hausdorff timing (distance) calculations. calculated and old weights of input to hidden layer are

The template for feature string which is used for replaced after calculations. After training the user typing
further investigation is shown in Table 1. The initial pattern, the threshold values for each trained user is
populations for this template are 50 and during the test assigned. Again  the  users  were asked to verify by
phase the maximum number of cycles was taken as 2000. giving  the  password.  The system was trained with 5
The process is continued until the best fitted values are valid  users  and  5 invalid users. All invalid users were
repeated. The performance of the algorithm was told valid passwords and try to get on to the system.
considered in terms of the best and average optimum After the verification of the password, the typing pattern
values and the best solutions were reconsidered which is verified through the comparison of desired output with
becomes  the  input for the training of data using ART. fixed threshold value. If the error value is less than 0.001
The accuracy of preprocessing technique is shown in then the user is considered as valid user otherwise invalid
Figure 3. user.

selection collection. The hidden layer consists of four
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CONCLUSION 11. Naji, Hamid Reza, Mina Sohrabi and Esmat Rashedi,

In this work the feature subset selection in keystroke algorithm based on a Gravitational approach.
dynamics based authentication used was gravitational Computing in Science and Engineering, pp: 56-62.
search algorithm. Subsets of the feature were selected for 12. Henrikson Jeff, 1999. Completeness and Total
the algorithm. The latency and the digraph Hausdorff boundedness of the Hausdorff metric. Journal of
timing provided the best performance by this algorithm. Mathematics, (www-math.mit.edu/ phase2/ UJM/
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