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Abstract: In this paper an infinite system of a Toeplitz matrix was considered and some results are 
demonstrated as partially new solution for the system. A survey was conducted on infinite system based on 
Toeplitz matrix computation. A unique solution of Markov chains is presented with some advance 
technique of canonical solution. Markov chains can be exploited as the basis of stable algorithms , for the 
computation of the solution of the nonlinear matrix. Computational integrals are carried out with operations 
involved in infinite Toeplitz matrix system. In this  work,  the  integral solution of Markov chains of 
nonlinear matrix equations are presented. 
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INTRODUCTION 
  
 Let us define the following system of equation are 
applied in the theory of Markoff chains [1-4]. 
 

                 i i i j j
j

f g k f ,i 0, 1, 2,...
∞

−
=−∞

= + = ± ±∑  (1) 

 
 It is assumed here that matrix i j i , jK (k )∞

− =−∞=  has the 

following properties: 
 

              j j
j

k 0,j 0, 1, 2,..., k 1
∞

=−∞

≥ = ± ± =∑  (2) 

 

               
def

j j
j j

j k , jk 0
∞ ∞

=−∞ =−∞

<+∞ υ = >∑ ∑  (3) 

 
 The following facts and theorems are defined by 
Karlin and Schwab-Felisch [5, 6]. These findings 
having an important role in the theoretical approaches 
and equations as stated above. 
 
Theorem I: Let us state the following conditions for 
the summation of inequality: 
 

a. j
j

g
∞

=−∞

<+∞∑   

 
b. The greatest common divisor of the indices which 

kj>0  is  equal  to  1; that was realized in the system 

 of equation (1) according to the conditions given 
by equations (2) and (3). If this equation has a 
bounded solution j jf (f )∞

=−∞= , then there exists 

jj
l i m f
→±∞

  and  if  jj
limf 0
→−∞

= , then  the  following  limit 

is stated: 
 

j jj j

1limf g
∞

→+∞ =−∞

=
υ ∑  

 
On the other hand, the following theorem is proved. 
 
Theorem II: Let us state the following system: 
 

                  
i

i i i j j
j 0

f g k f , i 0,1,2,...−
=

= + =∑% %%  (4) 

 

such that j
j

g
∞

=−∞

<+∞∑ %   and sequence { }j j
k

∞

=−∞
satisfies 

the conditions stated in equation (2) and also the 
specified condition (b) of the Theorem I which kj = 0 

for j<0, if { }j j 0
f f

∞

=
=% %  is a bounded solution of the system 

equation (4) then 
 

                          j jj j 0

1limf g
∞

→+∞ =+

=
υ ∑%  (5)  

Where  
def

j
j 1

jk
∞

+
=

υ = ∑  
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Remarks: It should be noted that the system of 
equation (4) is obtained from equation (1) which is 
based on condition if and only if kj = gj = 0 for j<0. 

 Let us say { }j j
k

∞

=−∞
 be a two-sided sequence of real 

numbers which satisfying the condition  
 

def

j
j

k
∞

=−∞

µ = <+∞∑  

 

This sequence generates Toeplitz matrix i j i , j 0K (k ) .∞
− ==  

 Let us define Ω  as a class of considered matrices 
and Ω+ and Ω - be subclasses of the upper and lower 
triangle matrices: 
 

i j i , j 0A (a ) ;∞ +
− == ∈ Ω  if A∈Ω  and aj = 0 for j<0; 

j i i , j 0B (b ) ;∞ −
− == ∈ Ω  if B∈Ω  and b j = 0 for j>0;  

 
 The matrix K∈Ω  generates a linear bounded 
operator acting in e+ ( pe l ; p 1 ; m+ += ≥ or c+ where m+ 

and c+ are sets of all matrices j j 0( k )∞
=  that are bounded 

and convergent to zero, respectively) by the matrix 
multiplication, with the following relation: 
 

e
K + ≤ µ  

 

 The classes Ω± are algebras relative to 
multiplication while Ω  is not a relation such an algebra. 
The important algebraic property of the matrices from 
Ω+ and Ω - is that if A∈Ω+ and B∈Ω - then BA∈Ω . 
 The following factorization problem has been 
investigated and are reported in the literatures [3, 7-9]. 
Let us define K∈Ω . That is required to find A∈Ω+ and 
B∈Ω - such that: 
 

                       I K (I B)(I A)− = − −  (6) 
 
where I represents an infinite unit matrix. 
 Equality equation (6) may be rewritten as the 
following non-linear algebraic system (the system is 
known as Engibarian’s system) [3] relative to the 
{ }i i 0
a ∞

=
 and { }i i 0

b ∞

=
: 

 

i i j i j
j 0

a k b a
∞

+
=

= + ∑  

 

                         i i j i j
j 0

b k a b
∞

− +
=

= + ∑  (7) 

 

0 0 0 j j
j 0

a b k a b , i 1,2,...
∞

=

+ = + =∑  

 

 The sequence { }j j
k

∞

=−∞
in (I) Also generates a 

Toeplitz (two-sided) matrix K%  of the type 

i j i , jK (k ) .∞
− =−∞=%  

 A similar factorization problem may be set forward 
for the matrices K% . Let us define Ω%  to be a matrix 
class of the type K%  and ±Ω% be subclasses of the upper 
and lower triangle two-sidedly infinite matrices. That is 
required to find A +∈ Ω% % and B −∈ Ω% % such that: 
 
                     I K (I B)(I A)− = − − %% % % % %  (8) 
 
whereas the term I% is an infinite two-sided unite matrix. 
 It appears that factorization equation (8) is reduced 
to the same system of equation (7), relative to aj and b j, 
where i j i , jA (a )∞

− =−∞=% and i j i,jB (b ) .∞
− =−∞=%  with aj = bj = 0 

for j<0. 
 We  shall  introduce  certain  facts  from  well 
defined literatures [10, 11], necessary for our further 
consideration. It is necessary to add the system of 
equation (7) with the relation b0 = ρa0, ρ≥0. Then from 
equation (7) one can obtain the following relations: 
 

i i j i j
j 0

a k b a
∞

+
=

= + ∑  

 

                         i i j i j
j 0

b k a b
∞

− +
=

= + ∑  (9) 

 

0 0 j j
j 0

(1 )a k a b , i 1,2,...
∞

=

+ ρ = + =∑  

 
 Concerning the matrices K and K% , we shall assume 
that conditions stated in equation (2) are realized.  
 As stated in defined literature [7], it was considered 

the iterations { }(p) (p)
j j 0

a a
∞

=
= and { }(p) (p)

j j 0
b b

∞

=
=  the 

solution (a,b) of the system of equations (9) or (8) are 
determined according to the following equalities 
 

( p 1 ) (p) (p)
i i j i j

j 0

a k b a
∞

+
+

=

= + ∑  

 

                       ( p 1 ) (p) (p)
i i j i j

j 0

b k a b
∞

+
− +

=

= + ∑  (9) 

 

( p 1 ) (p) (p)
0 0 j j

j 0

(1 )a k a b ,i 1,2,...
∞

+

=

+ ρ = + =∑  

 
(p) (p)
0 0b a= ρ , i 1,2,3,...=  ; p 0,1,2,...=  
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 If conditions stated in equation (2) are realized, 

then the solution (a,b) where { }j j 0
a a

∞

=
= and { }j j 0

b b
∞

=
=  

and iterations demonstrated in equation (10) for all 
ρ∈(0,∞) will acquire the following properties; these 
facts and findings are reported in the literatures [7, 12] 

(p) ( p )
j j0 a ,b≤ ↑ with respect to p for all j;  

 
(p)0 1±≤ γ ≤ , 0 1±≤ γ ≤  

where 
 

(p) (p)
j

j 0

a
∞

+
=

γ = ∑ , j
j 0

a
∞

+
=

γ = ∑ , (p) (p)
j

j 0

b
∞

−
=

γ = ∑ , j
j 0

b
∞

−
=

γ = ∑  

 
(c) (1 )(1 ) 0− +− γ − γ =  

 
 The last equality means that at least one of the 
values γ± is equal to 1 if the conditions stated in 
equation (2) are realized.Which of these values is equal 
to 1 (and hence, which of the factors in equalities stated 
in  equations  (6)  and  (8) cannot be converted into e+ 
or e) is solved on the basis of the following theorem; 
also  similar  situations  are  reported  in  the  literatures 
[3, 10, 13, 14]. 
 

Theorem III: Let us define the sequence { }j j
K k

∞

=−∞
= in 

the system of equation (9) satisfies the conditions given 

by equation (2) with 
def

j
j 1

jk .
∞

± ±
=

υ = <+∞∑  Then 

a. 0 1, 1+ −υ > ⇔ γ = γ < ; 

b. 0 1, 1+ −υ < ⇔ γ < γ = ; 
c. 0 1±υ = ⇔ γ = ; 

 
where  

def

j
j

j k .
∞

+ −
=−∞

υ = υ − υ = ∑  

 
Problem statement: Let η be a finite or infinite one or 
two-side vector. We shall designate the set of indices 
with ηj≠0 as Gη; and the greatest common divisor of the 
elements of Gη as dη. 
 Since Toeplitz matrices i j i , j rK (k )∞

− == ; where r = 0 

or r = -∞ are determined by one- sided or two-sided 
vectors; their sets Gk are similarly determined. 
 One  has  to  know  if  greatest  common  divisor  
of  the  elements  of  Gk is dk; what relation is between 
it and da or db and in addition to existence of the 
solution  for  equation  (4)  in  the  conservative  case  
of   equation   (2)  should  be  an  important  issue  of  
the solution. 

 
Solution: The present paper has focused on defining a 
solution to the last question in the following theorem 
(Theorem IV). 
 Let us define i j i , j rK (k )∞

− == ; where r = 0 or r = -∞ 

and kj≥0 for all j and 
 

                       j j
j 1 j 1

k 0(or k 0)
∞ ∞

−
= =

> >∑ ∑  (11) 

 
 Then da = dk (or da = dk) where (a,b) is the solution 
of the system of equation (9). 
 
Proof: At first, it should be noted that the set Ga is not 
empty. Actually, from equation (11) it has to follow 
that exist t>0 such that at>0. From equation (9) and 
from that numbers at and bt are not negative; it follows 
that at≥kt>0. 
Therefore, t∈Ga. 
 In our further considerations t will be fixed. We 
shall now prove that da≤dc. 
 It is enough to prove that if there exist integer d≥1 
and p∈Ga such that p is not divided by d, then there 
may be found such that q∈Ga that could not be divided 
by d. 
 Let us know that p = -s<0. In the next step select 
the number r∈Ga such that d|r (in the opposite case if 
the chosen number r is not completely divided by d, 
then q may be taken equal to r). From system of 
equation (9) we have b s≥k-s>0 and  
 
                      n n r rb b a , for n N+≥ ∀ ∈  (12) 

 
Let us define s>r. 
 Assuming in equation (12) that n = s-r one can 
obtain s r s rb b a 0.− ≥ >  
 Then   assuming   in   equation  (12)  n  =  s-2r, n = 
s-3r,… in a sequence, we obtained bs-jr>0 for all j; 

s
j N , j .

r
∈ =  t is chosen such that t = s-jr>0, 0<t<r. Let 

us define q = r-t. from equation (9) we had  
 

q r t r ra a a q 0−= ≥ >  
 
where q is not divided by d, as q = (j+1)r-s with r being 
undivided by d and s being undivided. We shall prove 
that any common divisor d of the set Gk is a common 
divisor for Ga and Gb. Actually, let us know that k±1 = 0 
if i 0(mod d).≡/  

 Then from equation (10), by induction with respect 
to n, it is proved that equations (p) (p)

i ia 0 ,b 0= =  which 
are true for i, where as i 0(mod d).≡/  Therefore, ai = 0, 

bi = 0. 
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Corollary: From the proven theorem we particularly 
obtained that if dk = 1 and if the first condition in 
equation (11) is satisfied, then da = 1 with a0<1. But if 
the second condition in equation (11) is realized and dk 
= 1, then db = 1, d0 = 1. 
 
Theorem  V: Let  us  define  in  equation  (4) condition 
in equation (2) to be realized, where k0<1 and 

{ }j 1j 0
g g l

∞

=
= ∈% % ; then there exists solution { }j j 0

f f
∞

=
=% % of 

this equation and f m∈% . 
 
Proof: Since equation (4) is a linear equation, it is 
enough to consider the case g 0≥%  (i.e. jg 0≥% for all 

j∈N).We shall consider iterations 
 

{ }(p) (p)
j j 0

f f ,p 0,1,2,...
∞

=
= =% %  

 
determined by the following equalities 
 

   { }
i

( p 1 ) (p) (0)
i i i j j

j 0

f g k f ,f 0,0,0,... ,p 0,1,2,...+
−

=

= + = =∑% % %%  (13) 

 
 It is evident that (p)

jf%  increases with respect to p for 

all j∈N. Then for an arbitrary r∈N from equation (13) 
we obtained: 
 

r r r i
(p) (p)
i i i j j

i 0 i 0 i 0 j 0

f g k f−
= = = =

≤ +∑ ∑ ∑∑% %  

 

 Taking into the account the j
j 0

k 1
∞

=

µ = =∑ and k0<1, 

it follows that  
 

                        (p)
r j

j 00

1f g
1 k

∞

=

≤
− ∑% %  (14) 

 
 Since the values (p)

jf%  monotonously increase with 

respect to p, from estimations of equation (14) it 
follows that there exist a limit { }0 1f f , f , . . . m= ∈% of the 

iterations of equation (13), which will evidently satisfy 
equation (4) while  
 

(p)
j jf f↑% %  and 

1j l
0

i
f g

1 k
≤

−
% %  

 

are true for all j∈N. 
 If, as a supplement to the last theorem conditions, 

there exists 
def

j
j 1

jk
∞

+
=

υ = ∑  for the sequence { }j j 0
k k

∞

=
= then  

 
from the Theorem II it follows the relation discussed in 
literatures [5, 15]. 
 

                            i ji j 0

1limf g
∞

→ ∞ =+

=
υ ∑%  (15) 

 
CONCLUSION 

 
 This paper presents a partially new solution for 
Toeplitz matrix system. Special type of operator was 
applied. Approximation functions are used; integral 
solution of convolution type was successfully 
considered. Canonical factorization equations were 
specifically applied. 
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