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Abstract: In ancient days, outlier is viewed as noisy data in statistics, has turned out to be a vital problem
which is being researched in different fields of application domains. Outlier detection is a primary step in many
scientific research studies, because it has a negative impact on the results. Visual inspection alone cannot
always identify an outlier and it can lead to mislabelling an observation as an outlier. Using a specific function
of the observations leads to a superior outlier labelling rule. The estimation of parameters with classical
measures such as mean is highly sensitive to outliers. Statistical methods were developed to accommodate
outliers and to reduce their impact on the analysis. Numerous outlier detection methods have been developed
specific to certain application domains, while few methods are more general. Outlier detection has been explored
in a much broader area including discriminant analysis, experimental design, multivariate data, linear models etc.
There are various approaches to outlier detection depending on the application and number of cases/variables
in the data set. An attempt has been made to review the outlier detection methods which are entrenched and
commonly used now-a-days. This paper provided a survey on the structure of existing outlier detection
methodologies.
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INTRODUCTION Observations that appear apart from the bulk of the

The outlier problem is as old as statistics. One surprising value, exotic, dirty, abnormality, deviants,
important task of statistics is the identification and proper discordant depends on the opinion of the investigator.
handlings of outliers which are often thought to be The authors have  given  many  definitions  for  outliers
extreme values which are caused by measurement or [5-16].
transmission errors. Various outlier detection methods
have been developed specific to certain application areas, The   significance      studies      of      outlier    analysis
while few methods are more generic. are,

There are various approaches to outlier detection The investigator desired to check whether the data is
depending on the application and number of observations normally distributed or any contaminated data are
in the data set. The detection of outliers can be a very present in the data. Since the noisy data shift the
hard problem. Whereas in one dimension, observations location and scale estimator. 
that are far away from the main data cloud can easily be Outliers can seriously bias or influence estimates that
detected, this is not necessarily the case in higher may be of substantive interest.
dimension, when the outliers are not extreme along the The outliers themselves for the purpose of obtaining
coordinates but in any other direction with increasing certain critical information.
dimensionality, multivariate outliers become harder to The purpose of examining the outlying observation
detect, yet they can heavily influence the statistical is the basic probability model may be contaminating
results. due to presence of outliers. 

The existence of the problem of anomalous values Outliers which influence assumptions of a statistical
has been recognized and discarded since eighteenth test, for example, outliers violating the normal
century: [1-4]. distribution assumption in an ANOVA test and deal

data called outliers, noise, maverick, anomaly, glitch,
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with them properly in order to improve statistical Nearest Neighbour Based Outlier Detection Techniques:
analysis. This could be considered as a preliminary Nearest neighbor based anomaly detection techniques
step for data analysis. require a distance or similarity measure between two data

In some point of view, outlier is an unavoidable one. [30] calculated the k-nearest for the new exemplar and
As of some statisticians one should not consider an it is classified according to the majority classification of
outlying observation unless there is an emphasis in the the nearest neighbour. Author studied two specific based
presence of outlier in the data. Consequently the fact is algorithms, one is the nearest neighbour algorithm and
that the people who have to deal with data are forced to another one is nearest-hyperrectangle  algorithm. k
make judgement, whether or not to include the outliers or nearest  neighbour   algorithm  (kNN)  outperform  the
replace the outliers with some other points without first-nearest  neighbour  is  found  to  give  predictions
affecting the interpretation. [17] said that, there was no that  are  substantially  inferior to those given by kNN in
way of drawing a dividing line between those that are to a variety of domains. The advantage of kNN is an
be utterly rejected and those that are to be wholly extremely powerful and flexible inductive learning
retained; it may even happen that the rejected observation algorithm and also easily trained. If the kNN procedure
is the one that would have supplied the best correction to achieves close to the desired results, then it may be
the others. [18] wrote that they had never rejected an worthwhile investing time to train and test other, more
observation merely because of its large residual and that complicated classifiers. 
all completed observation with equal weight ought to be [31] proposed the distance based outliers. The author
allowed to contribute to the result. On the other hand, used nested loop algorithm as well as an additional
rejection was never predicted now-a-days as being carried procedure is also developed by dividing the space into a
out according to any formal procedure, but was merely a homogenous grid of cells and then using these cells to
matter of the investigators judgement. calculate outliers. A point x in a data set is an outlier with

The literature on outliers is enormous and its respect to parameter k and d, if no more than k points in
prominence to many other areas. The main classical books the data set are at distance of d. This algorithm has many
relevant to outlier analysis are [6, 19-22]. A number of advantages but even has certain disadvantages: (i) A
survey and review articles available in the literature. [7] distance could be complicated to determine since the
reviewed work on outliers in circular data, experimental author required many iterations. (ii) Ranking procedure
data, discriminant analysis, Bayesian method, time series does not employ to determine outliers. (iii) The cell based
etc. [23] provided a review in the area of anomaly algorithm does not scale for higher dimensions.
detection based on statistical approaches. [24] provided [32] considered the problem of detecting type in
an extensive survey of techniques including statistical spatial point processes in the presence of substantial
model, neural networks and machine learning. clutter. Authors used kth nearest neighbour distance of

[25] reviewed outlier detection techniques for points in the process to classify them as clutter. The
numeric and symbolic data. [26] provided a observed kth nearest neighbour distance is modelled as
comprehensive survey of outlier detection systems and a mixture distribution. This method allows for detection of
hybrid intrusion detection systems. [27] provided generally shaped features that need not be path
overview for the problem of detecting anomalies in connected. This method works well in high dimension and
discrete sequences. [28] reviewed of multivariate outlier also used to produce very high breakdown point robust
detection methods especially robust distance based estimators of a covariance matrix. The advantage of this
methods. A survey based on outlier detection for method is that it can be applied without user input about
temporal data has been studied in [29]. the shapes of the regions. The time it requires and its

The broad range of outlier detection methods are complexity are significantly less. It outperforms existing
summarised and categorised in the remainder of this methods when the proportion of outliers is very high. 
paper. In the next five sections, we categorised the outlier [33] proposed a distance based outliers in the novel
detection techniques in the context of (i) nearest formulation method. It is based on the distance of a data
neighbour (ii) density (iii) cluster (iv) statistical approach point from its kth nearest neighbour. Rank each data
(v) robust distance and (vi) depth based outlier detection points based on the distance. The top n ranking is
techniques. The overall discussion is presented in the last considered as outliers. In addition, relatively straight
section. forward  solutions  were  developed based on the classical

points.
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nested loop join and index join algorithm to detect Outlier Detection using In-degree Number (ODIN). It is
outliers. This algorithm performs well with respect to both the simpler version of LOF. ODIN is equal to the number
size of data and data dimension. of k nearest neighbors of the data which have the given

[34-36] compute the anomaly score of a data instance data in their k nearest neighbor list. [44] proposed a
as the sum of its distances from its k nearest neighbours. technique called Probabilistic Suffix Trees (PST) to find
[37] show that for adequately randomized data, a simple the nearest neighbours for a given sequence.
trimming step could result in the average complexity of the
nearest neighbour search to be nearly linear. [38] Cluster Based Outlier Detection Techniques: Cluster is
employed sampling to improve the efficiency of the a collection of data objects similar to one another within
nearest neighbor based technique. The authors compute the same cluster and dissimilar to the objects in other
the nearest neighbor of every instance within a smaller clusters. Normal data belong to a cluster in the data, while
sample from the data set. outliers either do not belong to any cluster. Clustering is

Density Based Outlier Detection Techniques: Density outlier detection is a recent scientific discipline under fast
based outlier detection techniques estimate the density of development. Anomaly detection techniques can operate
the neighborhood of each data instance. An illustration is any one of the three modes: Supervised, Semi
that lies in a neighborhood with low density is declared to supervised and unsupervised anomaly detection.
be outliers while an illustration that lies in a dense [45] proposed WaveCluster algorithm. It is a novel
neighborhood is declared to be normal. Density based clustering approach based on wavelet transforms. Multi-
techniques perform poorly if the data has regions of resolution property of wavelet transform is used. It can
varying densities. effectively identify arbitrary shape clusters at different

Local Outlier Factor (LOF) is an essential concept for degrees of accuracy. Also WaveCluster is highly efficient
local density of the nearest neighbor. [39, 40] assign an in terms of time complexity. It especially attractive for very
outlier score to a given data, known as Local Outlier large data bases, data mining, efficient information,
Factor (LOF). For any given data, the LOF score is equal knowledge recovery, information recovery. Also it is
to ratio of average local density of the k nearest neighbors insensitive to the order of input data to be used. [46], [47]
of the instance and the local density of the data instance emphasized information algorithm for clustering data and
itself. To find the local density for the data, the author interpreting results. These books provided clear picture of
used to find the radius for the smallest hyper sphere cluster validity from the orientation of application. [48]
centered at the data instance that contains its k nearest shown that Partitioning Around Medoids algorithm
neighbours. The local density is then computed by (PAM) provide better class separation than the means
dividing k by the volume of this hyper sphere. Here the produced by the k-means clustering algorithms.
anomaly data will get higher LOF score. [49] explained two clustering methods and applied

[41] discussed Connectivity-based Outlier Factor these methods to network data. First method is most
(COF). Also author studied variation between LOF and widely used clustering method called k-means method. It
COF. In COF, the neighbourhood for an instance is requires number of clusters in the data set. After decided
computed in an incremental mode. The author used the number of clusters author made some algorithm using
procedure to begin; the closest instance to the given cluster centers. This algorithm is easy to execute and
instance is added to the neighborhood set. The next works quite well in most situations. Secondly, the author
instance added to the neighborhood  set  is  such  that  its utilized Approximate Distance Clustering (ADC) method
distance to the existing neighbourhood set is minimum given by [50]. The procedure is based on the subset of
among all remaining data instances. The distance between the data. For each data point, determine the distance to
an instance and a set of instances is defined as the each element of the subset and retain the smallest
minimum distance between the given instance and any distance. Main strength of this approach is that it does
instance belonging to the given set. The procedure is not require a network security to executive it nor does it
repeated until it reaches size k. Once the neighborhood is need perfectly clear data.
computed, the anomaly score (COF) is computed in the [5] noted that outliers may be considered as noise
same manner as LOF. points lying outside a set of defined clusters. [51]

[42] proposed a measure called Multi-granularity integrated the knowledge of labels to improve on their
deviation Factor (MDEF). The inverse of the standard unsupervised clustering based anomaly detection
deviation is the anomaly score for the data. [43] proposed technique by calculating a measure called semantic

not a new concept but data clustering together with
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anomaly factor. [52] introduced the FindOut algorithm is statistical outlier detection techniques viz informal box
an extension of the WaveCluster algorithm. The main
procedure in FindOut algorithm is to remove the clusters
from the original data and then identify the outliers.
Author used hash table structure to represent the data
set. FindOut creates to efficiently perform wavelet
transform on high dimensional data sets. This hash based
technique can be used for any grid based data processing
approach. Authors felt that previous research showed
that such techniques may not be effectual because of the
nature of the clustering. FindOut can successfully identify
outliers in large data set. This method is highly cost
effective and efficiency. 

[53] modified PAM proposed by [54]. PAM does not
recognize relatively small clusters in situations where
good partitions around medoids obviously exist. To
overcome this problem [63] proposed to partition around
medoids by maximizing a criteria Average Silhouette
defined by [54]. Also authors proposed a fast-to-compute
approximation of Average Silhouette. [55] proposed a
technique FindCBLOF, which assigns an anomaly score
called as cluster based Local Outlier Factor (CBLOF) for
each data. To find CBLOF, Squeezer algorithm is used
which can produce good clustering results and at the
same time it deserves good scalability. 

[56] used clustering and Mahalanobis distance to
detect outliers. The basic idea of this method is first:
using a partitioning clustering method, split the n points
cloud in k smaller sub clouds. Secondly, apply
Mahalanobis distance to observations and to all clusters.
In each cluster if it is an outlier then the observation is
considered as an outlier. Remove the observation
detected as an outlier and repeat the process until no
outliers are found. The final decision is whether all the
observations belonging to a given cluster are outliers is
based on a table of cluster of Mahalanobis distance. [57]
proposed a clustering based approach to detect outliers.
Author has used the k-means clustering algorithm. [58]
provided outlier detection using distance distribution
clustering (ODDC). [59] provided a survey of partition
based clustering algorithms in the context of data mining.

Statistical Approach Based Outlier Detection
Techniques: Statistical approaches were the earliest
algorithm used for outlier detection. Some of the earliest
are applicable  only  for  single  dimensional  data  sets
[11, 12, 60-65]. Statistical models are generally
appropriated to quantitative real valued data sets or at the
very least quantitative ordinal data distributions where
the ordinal data can be transformed to suitable numerical
values for statistical processing. [66] used the simplest

plots to pinpoint outliers in both univariate and
multivariate case.

Histogram based techniques for the outlier by [67-70]
introduced a non parametric approach for outlier detection
in machinery operation. [71, 72] used regression based
anomaly detection has been extensively investigated for
time series data. [73, 74], proposed certain technique to
detect the presence of outliers in a data set by the Akaike
Information Criterion (AIC) during model fitting. For
multivariate data, a basic technique is to construct
attribute-wise histograms. During testing, for each test
instance, the outlier score for each attribute value of the
test instance is calculated as the height of the bin that
contains the attribute value. The per-attribute outlier
scores are aggregated to obtain an overall outlier score for
the test instance.

[75] described a simple statistical technique for
novelty detection can be based on determining whether
the test samples come from the same distribution. Authors
used t-test to find damaged beams. [76, 77] provided the
students t-test applied for outlier detection in structured
beams. [78, 79] proposed Extreme Value Theory (EVT) for
outlier detection that concerns abnormally low or high
values in the tails of the data distribution. [80] used a
technique Packet Header Anomaly Detection (PHAD) and
Application Layer Anomaly Detection (ALAD) applied to
network intrusion detection. 

[81] described the additional complexity multivariate
time series data over the univariate series using
multivariate ARIMA model. [82] used a Chi Square
statistic to determine outliers in operating system called
data. [83-85] provided robust outlier detection approach
has been applied in Autoregressive Integrated Moving
Average (ARIMA) model.

[86] described outlier detection method based on
Gaussian mixture models (GMM) for sensor fault
detection. [87] developed a class of models for probability
distribution of images called hierarchical image probability
(HIP) models. [88] proposed Hidden Markov Models
(HMM) are stochastic models for sequential data.
Gaussian mixture models have been frequently used
models as a mixture of parametric distribution. [32, 89]
used a mixture of poisson distribution to model the normal
data and then detect outliers.

Robust Distance Based Outlier Detection Techniques:
Outlier observations can be determined by using various
distance based methods. One can find outliers by
distance for each observation using Location and Scale
Estimator. The following are the methods survived for
detection of anomaly observation using robust distance.
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M-estimators were originally proposed by [90]. The [96] proposed the Feasible Solution Algorithm (FSA)
M-estimators are robust generalizations of the classical for obtaining approximations to Rousseeuw’s MCD
Maximum Likelihood Estimator (MLE) and are obtained estimator. Also the author described that the MCD
iteratively. Weight functions are assigned to estimate estimate resulting from the FSA can be used to detect
location and scatter. Several authors have used outliers using the usual robust distance scheme. The FSA
robustified Mahalanobis distance based upon the robust begins by first assuming that there are at most k outliers
estimators of location and scale to identify multiple in the data. A random sample of (n-k) observations is then
outliers. Chi-square value is used to obtain the critical selected from the original sample of n observations, with
value for the distribution of the Mahalnobis distance. the remaining k observations trimmed from the data. The
Then compared the Mahalanobis distance value with the randomly selected observations are used to form an initial
Chi-square value to detect outliers. The drawback of this mean vector and covariance estimate along with the
method is having low breakdown points in high respective covariance determinant.
dimensions. [97] proposed BACON (Blocked Adaptive

[91] introduced the  robust  minimum  volume Computationally Efficient Outlier Nominator) method. The
ellipsoid  (MVE)   method   for   detection    of   outliers  in desire is to find an outlier detection method that is
multidimensional data. Subsets of approximately 50 per applicable to very large datasets. The first observation is
cent of the observations are examined. The best subset is that the added computational complexity of trying to find
then used to calculate the covariance matrix. An optimal robust estimators may not be justified by
appropriate cut-off value is then estimated and the significantly better outlier detection. The second
observations with distances that exceed that cut-off are observation is that insisting upon a completely affine
declared to be outliers. equivariant method may add substantial computational

The minimum covariance determinant (MCD) complexity to an algorithm without a proportional
estimator was proposed by [91]. MCD is a robust improvement in the detection of outliers. Using these two
estimator to estimate the location and shape of the observations, the authors developed BACON as a method
clusters. Points that are outliers with respect to a that abandons optimality conditions in favour of a very
particular cluster will not be involved in the location and fast outlier detection strategy that can be run in a non-
shape  calculations   of   that  cluster  and  points  that  are robust, affine equivariant mode with breakdown point of
outliers with respect to all clusters will not be involved in 20 per cent, or in a robust, near-affine equivariant mode
the calculations of any cluster. The difference between with a breakdown point of 40 per cent.
the single population case and the multiple cluster case is [2] proposed an Orthogonalized Gnanadesikan-
that, in the latter, MCD samples need to be computed for Kettenring (OGK) estimator by a general method to obtain
each cluster. positive-definite and approximately affine-equivariant

The SDE procedure was developed independently by robust scatter matrices starting from any pair-wise robust
[92, 93] and is mentioned in [94]. Simplistically, the idea is scatter matrix. This method was applied to the robust
that an outlier or high leverage point will separate out and covariance estimate of [28, 98] proposed an alternative
away from the bulk of the data when viewed from the right method to detect outliers based on the comedian (Median
perspective. There are two stages to the information of Absolute Deviation turns to be comedian) which is
the robust multivariate location and dispersion estimators. introduced by [99]. They used to compute eigen values
First, robust distances are determined via a projection and eigen vectors to find the location and scatter and
computation. These distances become the arguments in then calculated Mahalanobis distance to detect outliers
a weight function that is used to calculate a weighted using some cut-off value.
mean vector and weighted covariance matrix. While
definition of the Stahel-Donoho estimator requires the Depth Based Outlier Detection Techniques: Data depth
supremum over all possible directional vectors, [95] is an important concept to Multivariate data analysis.
proposed a shortcut method which uses just n directional Using the different notion of data depth, one can compute
vectors, one vector in the direction of each centered depth values for all sample points in the data cloud. Order
observation. The projections of the original data on these the depth values based on center outward ranking. It
n directional vectors produce the robust distances. means that the data points with the highest depth called
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the deepest or central point or it simply called center. The data. The computation of projection depth seems
data points with lowest depth values are called outliers. intractable since it involves supremum over infinitely
Based on this ordering of depth one can compute many direction vectors. Rayleigh Projection depth was
Multivariate location, scale, skewness and kurtosis and introduced by [112]. The traditional projection depth has
Graphical methods such as Contour plot, Bag plot, many good properties but it is indeed not practical due to
Sunburst plot, Perspective plot, DD plot, Blotched bag its difficult computation especially for the high
plots for analyzing the distributional characteristics of the dimensional data sets. Defined on the mean and variance
Multivariate data cloud and detect outliers. of the data sets, the new depth Rayleigh Projection Depth

A survey of depth function found in [100-104] can be computed directly by solving a problem of
introduced a notion of depth in the regression setting. generalized eigen value.
The various notions of depth based techniques are
proposed: Mahalanobis depth proposed by [105]. This DISCUSSION
depth depends on the location and covariance matrix. It
satisfies the properties alline invariant, maximality at In this article an attempt is made to bring the gist of
center, vanishing at infinity. Halfspace depth was the outlier detection methodologies. There are many
proposed by [106]. It reflects a generalization of the universally applicable generic outlier detection
notion of ranks to multivariate data. For univariate case, methodologies available in the literature. This
given some number x, all values less than or equal to x is comprehensive survey broadly categorised based on
a closed halfspace and all points less than x is an open statistical, density, cluster, depth and robust nature. All
halfspace. Similarly, all points greater than or equal to x these are varying based on the features like data type, size
form a closed halfspace and all points greater than x is an of data, nature of data etc. The brief summary of the
open halfspace. various outlier detection techniques discussed in the

The convex hull peeling depth was proposed by previous sections under different categories is given
[107]. It has been constructed by drawing the minimum below:
convex set which enclosed all sample points. Those The main advantage of nearest neighbor based
points on the boundary are considered as group1 and outlier detection technique is that, it do not based on any
discarded. The convex hull of the remaining is formed; assumed distribution to fit the data. This technique is
those on the boundary are taken as group 2. The process fairly straightforward and easy to  detect  the  outliers.
is repeated, providing an entirely sample-based method The main drawback is the most of the nearest neighbor
dividing the data into order groups. Oja depth was based methods are not effective in high dimensional data
introduced by [108]. It is based on average volumes of set. Since each data points are equally distance with each
simplices not based on distances. It satisfies the other as the number of dimensions increases, as a result,
properties affine invariant, maximality at center, vanishing deviation of each data point cannot be observed. Hence
at infinity. The Simplicial depth was introduced by [109]. it is difficult to view outliers in high dimensional data sets.
The depth emerges naturally out of a fundamental These methods are taken computationally more time.
concept underlying affine geometry namely that of a The density based outlier detection technique is
simplex and it satisfies the requirements one would expect more efficient as compared to nearest neighbor based
from a notion of data depth. outlier detection technique. On the other hand, in order to

The Likelihood depth was proposed by [110]. The improve the efficiency, the density based methods are
main idea is to order the observations corresponding to more complexity and computationally very expensive.
their likelihood. If the density happens to be ellipsoidal, This method does not only look at its local density but
then the ordering is similar to the rankings that are derived also explore its neighbours.
from a density estimate using a fixed bandwidth. Clustering based outlier detection technique is quite
Projection  depth   was   introduced   by  [111].  It  induced intuitive and consistent. The computational time requires
estimators are very favourable because they can enjoy depends on the clustering algorithm used to produce
very high breakdown point robustness without having to clusters from the data. Among the other clustering based
pay the price of low efficiency, meanwhile providing a techniques, the test phase method is fast, since this
promising center-outward ordering of multidimensional method compares a test case with a tiny number of
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clusters. This technique can frequently be modified to are based on projection pursuit and hence computational
complex data types by simply plugging in a clustering time is very less and more efficient in high dimensional
procedure for a particular data type. The disadvantage of data set. 
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